




MODERN MANAGEMENT BASED ON BIG DATA IV 



 

 

Frontiers in Artificial Intelligence and 

Applications 

The book series Frontiers in Artificial Intelligence and Applications (FAIA) covers all aspects of 

theoretical and applied Artificial Intelligence research in the form of monographs, selected 

doctoral dissertations, handbooks and proceedings volumes. The FAIA series contains several 

sub-series, including ‘Information Modelling and Knowledge Bases’ and ‘Knowledge-Based 

Intelligent Engineering Systems’. It also includes the biennial European Conference on Artificial 

Intelligence (ECAI) proceedings volumes, and other EurAI (European Association for Artificial 

Intelligence, formerly ECCAI) sponsored publications. The series has become a highly visible 

platform for the publication and dissemination of original research in this field. Volumes are 

selected for inclusion by an international editorial board of well-known scholars in the field of 

AI. All contributions to the volumes in the series have been peer reviewed. 

The FAIA series is indexed in ACM Digital Library; DBLP; EI Compendex; Google Scholar; 

Scopus; Web of Science: Conference Proceedings Citation Index – Science (CPCI-S) and Book 

Citation Index – Science (BKCI-S); Zentralblatt MATH. 

Series Editors: 

Nicola Guarino, Pascal Hitzler, Joost N. Kok, Jiming Liu, Ramon López de Mántaras,  

Riichiro Mizoguchi, Mark Musen, Sankar K. Pal, Ning Zhong 

Volume 370 

Recently published in this series 

Vol. 369. P. Hitzler, M.K. Sarker and A. Eberhart (Eds.), Compendium of Neurosymbolic 

Artificial Intelligence 

Vol. 368. P. Lukowicz, S. Mayer, J. Koch, J. Shawe-Taylor and I. Tiddi (Eds.), HHAI 2023: 

Augmenting Human Intellect – Proceedings of the Second International Conference 

on Hybrid Human-Artificial Intelligence 

Vol. 367. A.J. Tallón-Ballesteros and P. Santana-Morales (Eds.), Digitalization and 

Management Innovation – Proceedings of DMI 2022 

Vol. 366. R. Hakli, P. Mäkelä and J. Seibt (Eds.), Social Robots in Social Institutions – 

Proceedings of Robophilosophy 2022 

Vol. 365. L.C. Jain, V.E. Balas, Q. Wu and F. Shi (Eds.), Design Studies and Intelligence 

Engineering – Proceedings of DSIE 2022 

Vol. 364. M. Tropmann-Frick, H. Jaakkola, B. Thalheim, Y. Kiyoki and N. Yoshida (EDS.), 

Information Modelling and Knowledge Bases XXXIV 

Vol. 363. A.J. Tallón-Ballesteros (Ed.), Proceedings of CECNet 2022 – The 12nd International 

Conference on Electronics, Communications and Networks (CECNet 2022), 4–7 

November 2022 

 

 

ISSN 0922-6389 (print) 

ISSN 1879-8314 (online) 



Modern Management Based on Big 

Data IV 

Proceedings of MMBD 2023 

Edited by 

Antonio J. Tallón-Ballesteros 

University of Huelva, Huelva city, Spain 

 

Amsterdam • Berlin • Washington, DC 



© 2023 The authors and IOS Press. 

This book is published online with Open Access and distributed under the terms of the Creative 
Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0). 

ISBN 978-1-64368-410-9 (print) 
ISBN 978-1-64368-411-6 (online) 
doi: 10.3233/FAIA370 

Publisher 

IOS Press BV 
Nieuwe Hemweg 6B 
1013 BG Amsterdam 
Netherlands 
fax: +31 20 687 0019 
e-mail: order@iospress.nl 

For book sales in the USA and Canada: 

IOS Press, Inc. 
6751 Tepper Drive 
Clifton, VA 20124 
USA 
Tel.: +1 703 830 6300 
Fax: +1 703 830 2300 
sales@iospress.com 

LEGAL NOTICE 

The publisher is not responsible for the use which might be made of the following information. 

PRINTED IN THE NETHERLANDS 



Preface 

Organized by Keimyung University, and co-organized by Beijing Wuzi University and 

the University of Messina (UniME), the 4th International Conference on Modern 

Management based on Big Data (MMBD2023) was held from 1-4 August 2023 in 

Seoul, South Korea. With MMBD2023, the conference series Modern Management 

based on Big Data (MMBD) completed its fourth edition. 

The general topics of MMBD2023 fall into three main categories: 1) Big Data, 2) 

Modern Management and 3) a Special Session on big data-driven manufacturing and 

service industry supply chain (SC) management.  

Apart from the general topics, MMBD2023 attracted a number of papers related to 

lifelong education. Topics at the conference included but were not limited to: 

innovation in online education management with big data; digital transformation in 

lifelong education; big data analysis in lifelong education management; green supply 

chain management; big data analytics in supply chains; policy and strategy for new 

energy and environment; smart grid load and energy management; decision making on 

sustainable transport policies; modern healthcare management; and social strategy to 

manage human relationships.  

The most popular topics, both at the conference and in this book, concern big data 

analysis and emerging applications. 

All of the papers were exhaustively reviewed by program committee members and 

peer-reviewers, who took into account the breadth and depth of the research topics that 

fall under the scope of MMBD. The 50 most promising and FAIA mainstream-relevant 

contributions were selected from about 160 submissions for presentation and inclusion 

in this book, which presents innovative original ideas or results of general significance 

supported by clear and rigorous reasoning and compelling new evidence, as well as 

methods. 

I would like to thank all the keynote and invited speakers, authors, program 

committee members and anonymous reviewers for their efforts in making MMBD a 

conference of the highest standard.  

 

June 2023             Antonio J. Tallón-Ballesteros 

University of Huelva (Spain) 

Huelva city, Spain 
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Research on Forecasting Sales of Products 

Based on Spatiotemporal Graph Neural 

Network 

Shao-yan ZUO a
, Hai-fu HUANG a, Lin GAO b,1

, Hai-ying LIc, Hai-bo WANG c, Chen 

ZHANGc, Zhang-sheng WUc
 

a

China Tobacco Guangxi Industrial Co., Ltd., Guangxi 530001, China 
b

 Shandong Qingdao Tobacco Co. LTD, Shandong 256400, China 
c

Zhongke Zhidao Technology Co., LTD., Beijing 100190, China 

Abstract. Intelligent marketing and recommendation are a core business of 
commercial companies, and accurate prediction of sales is the premise and 
foundation for greater efficiency of smart marketing and recommendation. In order 
to predict product sales, deep neural network (DNN), convolutional neural network 
(CNN), time series analysis and other methods have been put forward, but most of 
which only focus on the temporal or spatial characteristics of data. According to 
modeling and analyzing sales of products, they are closely related to the spatial 
location and time of the corresponding merchants. The goal is to predict the sales of 
products accurately at a given time and place, we advance a hybrid model of CNN-
LSTM to forecast sales. Firstly, a large-scale knowledge graph system based on 
merchants is constructed, which describes the sales data and the relevant interaction 
scenarios of the corresponding business, merchants and users through the data 
model of a graph, and add the spatial and data characteristics of the business data on 
the graph model to describe the temporal and spatial characteristics of the merchants. 
Based on the constructed business knowledge graph, graph convolutional neural 
network (GCN) is used to aggregate information and obtain spatial features. 
Correspondingly, long short-term memory (LSTM) is used to extract time features. 
Researchers combine the two characteristics to make the sales forecast. In this study, 
neural network and GCN-LSTM algorithm are respectively used to carry out 
experiments on two kinds of product regulations. The result shows that the sales 
predicted by hybrid model of GCN-LSTM is almost as equal as the actual sales. The 
average accuracy of the proposed model is 89%. 

Keywords. Graph neural network, Sales prediction, Long-short term memory, 
Product, Big data 

1. Introduction 

Marketing and recommendation are the core of commercial companies as well as the 

premise prediction for accurate sales. In the past, commodity marketing and 

recommendation were characterized by a lot of man-power, material and financial 

resources due to a huge amount of business. At the same time, the repetitive and heavy 

 

1 Corresponding Author: Lin Gao, Shandong Qingdao Tobacco Co. LTD, Shandong 256400, China. Email: 
watermelongl@qq.com, 270377937@qq.com  
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business have encountered some difficulties in the market. Therefore, we propose an 

intelligent method to predict and recommend some products to meet the needs of 

merchants so as to predict sales accurately. Many researchers [1-6] devote themselves to 

it, for instance, LSTM network model was built which was convenient for data input 

with great accuracy in time series prediction. A cost-aversion biased combination 

prediction model was proposed on the basis of random forest, GBDT and XG-Boost 

algorithms, which could accurately predict sales. The time series model based on multi-

population genetic algorithm proposed that showed a high prediction accuracy for 

commodities. Deep learning prediction models combined with pictures and other 

structured data are proposed to advance a more accurate sales prediction method. 

However, there are few systematic studies on the combination of Spatio-temporal 

characteristics of product marketing. Graph convolution network (GCN) and long short-

term memory (LSTM) spatiotemporal network were used for rolling frequency 

prediction [7]. We construct a merchant knowledge map to represent the relationship 

among stores. And GCN-LSTM hybrid model is constructed to extract spatial features 

and temporal features, which will be combined with sales prediction. We raise this 

method that can obtain more ideal marketing forecast. 

2. Overview of research  

Forecasting commodity marketing is one of the most important businesses among 

commercial companies. Traditional forecasting methods inevitably have heavy data 

workloads and manual limitations in fetching, memory, calculation, etc. It is difficult to 

achieve a large-scale accurate calculation, which will directly affect the economic 

benefits of commercial companies and merchants. Therefore, artificial intelligence 

methods for accurate predictive marketing have been the key research direction of 

various companies. 

Deep neural network has a powerful feature extraction [8], graph convolutional 

neural network (GCN) has shown a strong application performance as a deep learning 

representation algorithm, which not only express complex semantic relations, but also 

capture global graph information [9]. LSTM is widely used in the field of artificial 

intelligence, multiple LSTM units forming an LSTM network can be used to learn the 

characteristics of the temporal dimension of the input spatiotemporal data. 

In order to predict sales of commodities accurately, different data types of 

commodities are used as input. In this paper, a new framework based on graph 

convolutional neural network (GCN) and long short-term memory (LSTM) neural 

network is proposed for the prediction of time and space sales. Specifically, the main 

work of this study is organized as follows: 

(1) Perform feature fusion and process data, complement 0 for numerical data, and 

perform log1p function to obtain smooth data relatively, and class data is supplemented 

with null, encoded by Label-Encoder, and converted to obtain numerical features. In 

neural network A. kaiming-normal is used for weight initialization and other operations. 

After the fusion of features, the data is input into neural network B and passed through 

ReLU respectively. Batch normal layer normalization and dropout operation are 

processed to obtain the difference between the measured target value and the predicted 

value. 

(2) The prediction method of graph neural network is proposed. Construct many 

store knowledge graphs in the business district, extract node and the edge of the attribute 

S.-y. Zuo et al. / Research on Forecasting Sales of Products2



to predict relationships between a node and an edge, after making a knowledge fusion, 

Graph convolution neural network algorithm is proposed. We establish knowledge 

graphs to input data, neighbors of each node are used by convolution operation, 

convolution results update the node, realize information aggregation, the nonlinear 

activation function is used for two-layer convolution to achieve the expected depth. 

(3) A GCN-LSTM hybrid model is constructed for the prediction of product sales 

by graph convolutional neural network. LSTM is used to solve the problem that long-

term dependent feature relations cannot be learned. The proposed model fuses GCN 

related spatial data and LSTM time data to create a new data, which makes full use of 

the location and the structure of shops, LSTM capture the characteristics of the dynamic 

sales change from several aspects of time correlation to achieve the ultimate for goods 

sales forecast, and improve the accuracy of commodity sales prediction. 

(4) In order to express the accuracy about intelligent prediction of product sales, two 

kinds of products with different product regulations are carried out relevant visual 

experimental verification of sales prediction in different time periods. In contrast to 

actual sales, it is shown that prediction accuracy of GCN-LSTM model is 89% on the 

average. 

3. Algorithm of Sales forecasting based on shallow neural network 

With the progress of development of information technology, more and more methods 

can be used to deal with the prediction such as BP neural network, time series analysis 

prediction, prediction based on support vector machine, etc. Although these methods 

have good effects in some aspects, they still have many shortcomings. However, neural 

networks in deep learning can effectively solve the limitations of traditional methods, 

deal with the prediction tasks with high complexity, and the prediction results are closer 

to the real value. Therefore, this study proposes a product delivery algorithm based on 

shallow neural network, which is used to predict product sales and achieve a more 

accurate marketing forecast of products. The flow chart of product delivery algorithm 

based on shallow neural network proposed in this study is shown in Figure 1. 

 

 

Figure 1. Flow chart of product delivery algorithm based on shallow neural network 
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Label Encoder transforms the categorical data into numerical data. If there is a label 

of a mobile phone brand, under which there are "Apple", "Huawei" and "Xiaomi", Label 

Encoder will be called to map "Apple", "Huawei" and "Xiaomi" respectively from 0, and 

the result is 0, 1, 2. The structure of neural network A is shown in Figure 2. 

 

 
 

Figure 2. Neural network architecture diagram. Figure 3. The knowledge graph of Store 

 

Neural network A is a two-layer neural network, and Kaiming- normal which is a 

particularly robust initialization method that adapts to the nonlinear activation function 

is used for weight initialization. After the output of the first layer neural network, batch-

normal function is used to normalize the output to the standard distribution shape, and 

ReLU is used to activate the output. After the output of the second layer neural network 

is inserted, the output of the second layer neural network is regarded as a set of category 

features generated by the neural network after learning. The smoothed numerical feature 

will be fused with the category feature. Since both the numerical feature and the neural 

network feature are vectors, this algorithm spliced the two feature vectors, as shown in 

Formula (1), where NFi represents the numerical feature, EFi represents the category, 

and CFi represents the fusion feature. NFi can be interpreted as ���� =
����,��� … … ,����, ���� = ����,��� … … ,����,whereas CFi is m plus n vector. 

[ , ]
i i i

CF NF EF                                                    (1) 

After the features are fused, they are fed into neural network B. The neural network 

is a three-layer structure, and kaiming-normal is also used for weight initialization. In 

the output of the first layer, the ReLU is used to activate the dropout operation, and the 

output is sent to the batch-normal layer for normalization. Then, the output of the second 

layer is sent to the God network, and the output of the second layer is also performed a 

dropout operation. Finally, the output of the fully connected layer is connected and the 

output of the fully connected layer is used as the predicted value. The entire neural 

network is trained using MSE Loss, which measures the difference between the target 

value and the predicted value, as shown in Equation (2), where x is the predicted value 

and y is the true value. 

   
2

,  
i i i i

loss x y x y 
                                            (2) 

The neural network optimizer uses Adam optimizer with a learing rate of 0.0001, 

and 64 groups of data are input for algorithm training in each batch. We have tried 

another optimizer to test the results such as SGDM, SGD, Adagrad, etc. However, we 

find the Adam shows the best performance in the real application. For your references, 

we have listed the contrast in table 1. 

Table 1. Performance analysis of different optimizers in deep learning model of commodity sales prediction 

Optimizer SGD Adam Adagrad SGDM 

Time/s 12.212 12.158 14.213 13.272 

Loss 0.4171 0.3511 0.5355 0.4388 

accuracy 0.8451 0.8964 0.8815 0.8317 
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4. Convolutional neural network algorithm 

4.1 Figure 

A graph is a data structure that describes the relationship between the one and the other 

one. It is usually composed of nodes and edges, where nodes represent entities, and edges 

between nodes indicate that there is relationship between two entities. A graph can be 

also expressed as � = 	
, E�, where V is the set of all nodes in the graph, E represents 

an edge set that describes the relationship between the nodes and the adjacent node. As 

Formula (3) shown, the graph has many nodes, nnij
aA


 )（

,which represents the 

adjacency matrix of the graph. 

��� = 
1 ,�� ��� ��
0, �� ��� ��

��� ��������� 

����	����������                                     (3) 

If graph is an undirected graph, ���
��� , graph represent the degree matrix, and 

denotes the number of connected nodes. Assuming that each node in the graph has a 

feature, the features of all nodes in the graph are combined into a matrix. 

4.2 Business area information atlas construction 

The knowledge graph includes knowledge modeling, knowledge extraction, knowledge 

fusion, knowledge storage, knowledge reasoning, and knowledge application [10]. The 

“entity-relational-entity” is represented by SPO triplet, and the feature information 

comes from the attributes of nodes and edges. This form has a strong interpretability and 

can directly reflect the structural and semantic information of the atlas. Based on the 

store information, the spatial size data collected in this study are shown in Table 2, the 

knowledge graph constructed is shown in Figure 3, and the overall framework is shown 

in Figure 4. 

Table 2. The capacity of Knowledge graph 

Number of the store Number of products Node Edge 

4 2 10 9 

 

In the process of building store knowledge graph, the data used are multi-source and 

heterogeneous. Structured data comes from the integration of research teams. Semi-

structured data comes from relevant data of commodity delivery platform, which needs 

to be normalized by attributes. Unstructured data comes from fragmented text content, 

and knowledge processing needs to extract information from retail label data in the 

business area. After the data source is obtained, the knowledge is modeled. It is defined 

as Conceptual Domain - Entity Domain - Event Domain. The conceptual domain is the 

abstraction of the concrete entity, and the edge between the two entities is represented 

by the distance between the stores, the product regulation and the sales volume 

respectively. Entity domains are business-relevant instances, such as different store 

names, product specifications, and sales volumes in the graph. The event domain refers 

to the purchasing behaviors of customers. The events behind these behaviors are used as 

the precipitation of structured knowledge to enhance some static knowledge in the entity 

domain. 
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The third part is knowledge processing. For semi-structured or unstructured business 

data, the acquisition of knowledge will involve classification or extraction, such as how 

to define the relationship between each store entity. After knowledge acquisition, the 

structured data of knowledge is mapped to the architecture in knowledge modeling. Then 

do the entity chain refers to the normalization work, one is the entity link, two is the 

entity normalization or attribute normalization. After knowledge processing, triplet data 

is fused to make knowledge inference on complex semantic relations, and attributes and 

relations are predicted: two stores less than 3 kilometers can correspond; Shops belong 

to the area of the business district, and then predict the rules and sales of a product, the 

dragon (hard Ling-yun) belongs to the sales rules in the store, and its sales volume is 443 

boxes. 

 

Figure 4. Overall framework of the knowledge graph 

4.3 Overview of neural network  

Convolutional neural network extracts data features through convolution. However, 

classical convolutional neural networks can only process Euclidean spatial data such as 

images and texts among others which are of translation invariance. In order to process 

non-Euclidean spatial data such as graph data, F. Scarselli have proposed the graph 

Neural network (GNN) [11] method. GNN can transform graph- structure data and then 

input them into various neural networks for training. Graph neural network can be 

classified [12] into Graph Convolution Network, Graph Attention Network, and Scalable 

Graph Network.  

4.3.1 Figure Convolutional Neural network 

       

Figure 5. Training process diagram of GCN     Figure 6. The learning process of attention network 
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Bruna [13] et al. proposed a method to combine graph and convolutional neural networks 

i.e. graph convolutional neural network (GCN) in 2013which aims to accomplish node 

prediction, node classification and link prediction making use of features information 

extracted from graph-structure data. The training process of GCN is shown in Figure 5 

below. GCN takes the graph data as inputs, and performs a convolution on each node’s 

neighbors, and updates the node with the result of convolution to realize the aggregation 

of information among nodes. The result is then convolved as the second layer input and 

the above operation is repeated until the number of layers reaches the expected depth. 

Finally, GCN can also convert node states into task-related labels, etc. as outputs. 

There are two ways to extract graph features, one is though spectral domain, the 

other is though vertex domain. The spectral domain uses the eigenvalues and 

eigenvectors of the Laplacian matrix of the graph to study its properties, the vertex 

domain finds out the neighbor nodes adjacent to each vertex, defines the connection 

relationship between the nodes, and then aggregates the information of the neighbor 

nodes. 

 (1) Spectral-based Graph Convolutional Neural Networks 

The Laplacian matrix of the graph is written as � = � − �, where D refers to the 

degree matrix of nodes and A refers to the adjacency matrix of nodes. GCN is based on 

Laplace's spectral decomposition, GCN decomposes a matrix into the product of 

eigenvalues and eigenvector matrices, In this equation, U is the orthogonal matrix 

composed by the unit eigenvectors. As shown in Equation (4).  
1 T

L U U U U


                                                 (4) 

The first graph convolution model proposed by Bruna is as follows,but the 

���
��

�����(∧)����original graph convolution neural network has a large amount of 

computation, but it is of poor performance due to massive calculation and lack of spatial 

locality. In order to increase the spatial locality of the first-generation graph convolution 

model, De fferard et al. [14] proposed the second-generation graph convolution neural 

network in 2016 as in Formula (5).  

���
��

�∑ �����
���

                                                     (5) 

It not only improved kernel convolution, but also further simplify the calculation. 

After several improvements since GCN was proposed, T.N.Kipf and M.Welling et al. 

[15] put forward the third-generation graph convolutional neural network in 2017,which 

deepened the depth of the network and defined the propagation mode between layers as 

shown in Formula (6) . 

�(���) = � ����	

 �������	


 ��                                         (6) 

In the equation, �� = � + !,��is the degree matrix of��,H Is the characteristic of each 

layer, for the input layer, W is the parameter matrix, �  is the nonlinear activation 

function. 

(2) Vertex-based Graph Convolutional Neural Networks 

Graph convolution based on vertex domain can be likened to the convolution 

operation in Euclidean space. Starting from vertex domain, each central node and its 

neighbors are aggregated by defining an aggregation function. It can be seen that the 

problem of vertex domain graph convolution lies in the different number of neighbor 

nodes of each node in the graph structure. In order to solve this problem, it is necessary 

to define a convolution kernel that can handle neighbor nodes of arbitrary length, so that 
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the convolution kernel can perform convolution adaptively according to the number of 

neighbor nodes of different nodes, so as to further extract the features of nodes in the 

graph. Sum the hidden states of all neighbor nodes, update the current node hidden states, 

and realize parameter less convolution: the feature representation of the layer, 

representing the set of neighbor nodes of a node. Graph convolution based on vertex 

domain can deal with large scale graph structures and is widely used. 

4.3.2 Figure Attention network 

The method of GCN to obtain the features of the graph space is very dependent on the 

graph structure, and the weight of different nodes in the neighborhood is the same. In 

2018, Yoshua Bengio et al. proposed a Graph Attention network (GAT) model 

combining attention mechanism and graph convolutional neural network. Graph 

attention network has two main advantages. One is that different weights can be assigned 

to each node, and the second is that after introducing attention mechanism, node 

information is only related to its neighbor nodes, without obtaining the information of 

the whole graph. Assume that the graph has n nodes and take the set of node feature 

vectors as input, each node has F features. After being processed, the dimension of the 

feature vector may change. For both nodes, a linear transformation is used to transform 

the dimensional features into dimensional features. For a node, calculating the similarity 

coefficient as  ,
ij i j
e a Wh Wh

� �

and each neighbor node is a shared attention mechanism, which 

can map the concatenated vector to the real number. Finally, after it is normalized by 

Soft-max, the attention coefficient can be obtained as shown in Formula (7). 

���
 �������������������
∑ ��������������������∈
�

                                       (7) 

In the second step, weighted summation of features is carried out, and the feature 

vector of fusion domain information of each node is output after nonlinear activation 

function. As shown in Figure 6, the graph attention network learns the attention weight 

between two nodes, and performs weighted average on the feature representation of 

nodes based on the attention weight, so that the feature representation of node 1 can be 

obtained. 

4.3.3 Extensible graph network 

The convolution done in GCN incorporates the information from the whole Graph and 

the efficiency of the GCN can be low if the graph structure is large and the number of 

nodes is high, which leads to the emergence of the scalable graph network Graph-SAGE 

[16] with the learning process shown in Figure 7 below. The network is sampled by 

randomly picking subgraphs and updating the nodes through them, in this way the 

resulting subgraph structure itself is changing, as a result the model will learn a sampling 

and aggregation of parameters, avoiding the need to update the node features of the whole 

graph together during training, thus increasing the scalability. 
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Figure 7. Graph-SAGE learning process        Figure 8. The training flow chart of sales forecasting based                               

on GCN-LSTM   

Graph-SAGE first partitions each node to get subgraphs, and then randomly samples 

some neighbor nodes as feature points for aggregation. After picking out the subgraphs, 

feature fusion is done, which is able to get the features of the central node in the same 

way as used by GCN, and finally the nodes are made for classification tasks, etc. 

5. GCN-LSTM hybrid model 

The sales of goods have time characteristics, and they are related to other spatial 

characteristics. Graph convolution neural network can be used to process graph data and 

extract spatial features. LSTM can be used to process time series problems and extract 

time features of data. Therefore, many scholars have proposed to use the combination of 

GCN and LSTM to predict traffic flow or air quality, etc. Zhao Ling[17] proposed T-

GCN model to predict traffic flow in combination with GCN and GRU, and Qi Bolin 

[18] used GCN-LSTM model to monitor air quality of small and micro stations. 

Therefore, we can try to make use of graph convolution neural network model based on 

the combination of graph convolution neural network and LSTM for sales on the basis 

of data with both temporal and spatial characteristics. 

5.1 Model construction 

For commodity sales, if the store is adjacent to the other store, where the sales of the two 

retailers interact on each other. Therefore, each merchant is considered as a node, 

connections do exist between merchants if the distance is less than 3km.We try to build 

a merchant graph, which represents the number of nodes, an edge, and an adjacency 

matrix, and represents the connectivity between merchants. None connectivity between 

merchants exist, the distance between the node is zero, the condition is that the distance 

is 1 from the nearest retailer. Some information related to the sales of goods from the 

merchant is regarded as the attribute characteristics, forming a feature matrix to represent 

the number of node characteristics. Node characteristics include the basic attributes of 

the business circle where the store is located, crowd characteristics, consumption 

capacity and commodity sales mentioned above. Node attribute characteristics represent 

time.  

Therefore, the GCN-LSTM model learns the following mapping through the graphic 

structure of the store and the corresponding feature matrix such as predicting future sales. 

The model is divided into two steps such as GCN and LSTM. The training flow chart is 

shown in Figure 8 below. The historical data of merchants are as input, GCN aggregation 

information is used to obtain spatial characteristics, and then input the time series data 

integrated with spatial characteristics into the LSTM model to capture the time 

characteristics, we aim at obtaining the final prediction results.  

S.-y. Zuo et al. / Research on Forecasting Sales of Products 9



 
Figure 9. Flow chart about forecasting sales of GCN-LSTM.   

The process of GCN-LSTM model about forecasting commodity sales is shown in 

Figure 9. After preprocessing the input data, the data is divided into training and testing 

set, If the model does not do well in the test data, we will adjust the parameter of the test 

model. 

5.2 Spatial feature extraction 

The key to predict sales is to obtain a spatial structure among businesses. Traditional 

convolutional neural networks can extract features from spatial data, and deal with the 

graph structure of locations among businesses. Therefore, graph neural networks are 

used to process graph data and extract spatial features. GCN can collect the relationship 

between merchants and their surrounding connected merchants, aggregate the 

information among merchants, and obtain the spatial correlation of features. In the GCN 

process, the characteristic matrix containing the merchant information and the adjacency 

matrix reflecting the location relationship are used as inputs to enter the convolution 

layer for calculation and aggregation of information. The result of each aggregation will 

enter the convolution layer again as a new input until the preset number of convolution 

layers is reached. The final output result is the GCN output that combines the surrounding 

information and its own information. 

5.3 Extraction of time characteristics 

Another key to predict the sales of goods is to obtain the time correlation among data. 

Traditional RNN is limited to long-term prediction and is only suitable for learning short-

term memory. As a variant of GNN, LSTM [19] can solve the problems in GNN by using 

the gating mechanism to remember much long-term information. Therefore, LSTM 

model is used to obtain time characteristics from sales data, which represents the hidden 

state of the time, the sales information of the time, the cell state of the time, and the 

output state of the time.  

      

Figure 10. Structure of LSTM [20]           Figure 11. Pseudo code of graph convolution. 
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LSTM decides which information is discarded from the cell state through the 

forgetting gate, what is put into the cell state through the input gate, after updating the 

cell state, output the final value through the output gate. We input the hidden state of the 

moment and information about the current sales to predict the sales of the next moment. 

The structure of LSTM is shown in Figure 10. 

5.4 GCN-LSTM 

In order to predict the sales, GCN-LSTM model is used to simultaneously extract the 

spatial and temporal characteristics of the data. The specific calculation process is as 

follows: 

Ft=�"# ∗ $ℎ
!�,%
& + ' (                                             (8) 

�
 = �(#� ∗ $ℎ
!�,%
& + '�                                              (9) 

)
 = ���ℎ(#" ∗ $ℎ
!�,%
& + '"                                         (10) 

�
=*
*�
!�+�
 ∗ )
                                                   (11) 

�
 = �(#� ∗ $ℎ
!�,%
& + '�                                            (12) 

ℎ
 = �
 ∗ ���ℎ (�
)                                                  (13) 

Wherein, the process of graph convolution, the weight and deviation are in the 

training process. The pseudo code for the graph convolution process in this study is 

shown in Figure 11 below. The graph convolution process in GCN-LSTM model can 

make good use of the location structure among adjacent businesses to obtain the spatial 

characteristics in the data. The LSTM process can capture the characteristics of the 

dynamic change of sales with time, obtain the time correlation, and finally achieve the 

prediction of commodity sales. 

6. Experimental analysis and conclusion 

The work content of this study can automatically extract important features from data to 

make up for the heavy workload of manual feature search. Potential features among data 

that cannot be extracted manually, so as to improve work efficiency and realize 

intelligent and accurate product marketing. However, there are some shortcomings in 

this research work, such as incomplete data collection and many comprehensive factors 

which affect product delivery. In the future, we will also build relevant models according 

to local conditions to create more profound and effective application value in the field of 

intelligent product marketing. 

6.1 Data description and preprocessing 

The data of business circle and sales from different brands may be empty when input. In 

order to facilitate the subsequent learning of neural network, it is necessary to process 

them. 
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Table 3. The label of retailer 

Basic attribute of business district The number of residential areas/The number of 

shopping centers/The number of office buildings 

Features of the crowd Resident population/The floating population/Working 
population/The population of permanent 
residents/Gender/ age /degree /marriage /status of 

economy 

Consumption level of business scope In the gear/Low bit/The average gear/Level of 
consumption/ The dining level 

Market status of the business area  Average price of from different brands in recent three 
months 

Indicators about business circle consumption  Sales of different brands in recent March 

Consumption preferences in the business circle Weekly sales of different brands of products 

The numerical data should be supplemented with 0, and the categorical data should 

be supplemented with null. Considering the data set is numeric data type and categories, 

numeric data under different business circle properties could be orders of magnitude 

more than the gap, could lead to a neural network to ignore small orders of magnitude, 

the characteristics of the categories of data due to not numeric, not directly input neural 

network training, so the need for numeric data type and category data transformation. 

For numerical data, log1p function operation is performed uniformly, and a relatively 

smooth and Gaussian distribution data is obtained. Label-Encoder is used to encode the 

categorical data to obtain the numerical features as shown in table 3. 

6.2 Evaluation Index 

In order to evaluate the prediction performance of the two algorithms for sales, absolute 

mean error (MAE) and root mean square error (RMSE) are used to evaluate the deviation 

among actual sales and predict sales, and accuracy is used to evaluate the effect of the 

model, as shown in Equation (14-16). The better the prediction is, the closer the 

prediction is to the real value, and the smaller the deviation is, the smaller the MAE and 

RMSE will be. 

MAE=
�
�∑ |� − �,
�



� |                                                 (14) 

 

RMSE=-�
�∑ �� − �,
���



�



                                             (15) 

Accuracy = 1 −
∥�!�#�∥�

∥�∥�
                                               (16) 

6.3 The experimental results 

In the experiment, shallow neural network and GCN-LSTM models are respectively used 

to predict the cigarette sales of 10 retail households. The comparison of prediction results 

is shown in figure 12. 
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Figure 12. Comparison of RMSE and MAE from neural network and GCN-LSTM 

As can be seen from the results in the table, the MAE and RMSE evaluation indexes 

of the GCN-LSTM model are both smaller than those of the shallow neural network 

model, indicating that the deviation between the predicted value and the real value of the 

sales volume of the model is smaller and the prediction effect is better.  

            
Figure 13. comparison of two methods in 20 weeks   Figure 14. comparison of two methods in 20 weeks 

The experiment enumerates the weekly sales forecast and the monthly sales forecast 

for 10 different retailers respectively, and uses the two algorithms to make the forecast 

volume experiment in Python.  

Figure 13-14 shows the sales sequence diagram of a retail customer's cigarettes from 

April 2020 to May 2022, as well as the comparison between the actual sales volume and 

the predicted sales volume of GCN-LSTM from the beginning of 2022, and the 

prediction accuracy of the two algorithms is compared. As can be seen from the figure, 

the average prediction accuracy of shallow neural network is 81%, and that of GCN-

LSTM is 89%. It shows that the GCN-LSTM algorithm has a better prediction effect on 

sales volume, and the predicted value is closer to the real value. 

6.4 Experimental Conclusion 

In conclusion, the neural network algorithm using feature fusion and the GCN-LSTM 

hybrid model algorithm can make up for the shortcomings of traditional manual cigarette 

delivery. GCN-LSTM algorithm is closer to the actual sales in the experiment, and an 

average accuracy is 89%. It can predict the quantity of cigarette marketing accurately, so 

as to achieve intelligent and automated cigarette marketing and improve the work 

efficiency of commercial companies. To solve the problem of intelligent precision 

marketing of goods, this research proposes a shallow neural network algorithm and a 

GCN-LSTM hybrid model algorithm, which are used to forecast the marketing volume 

respectively. Under the experimental scenario of forecasting the weekly sales volume, 

monthly sales in different time periods of Zhen-long and Nanjing, it is verified that the 

average prediction accuracy of the shallow neural network is 81%, and the average 

prediction accuracy of GCN-LSTM is 89%. It can be seen that the prediction results of 
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the GCN-LSTM hybrid model algorithm are more consistent with the actual sales data, 

indicating that the algorithm can improve work efficiency and better control the 

marketing of goods to different retailers, so as to achieve precise regulation and achieve 

intelligent marketing. This research can provide reference value for commercial 

companies in the field of commodity marketing. In the future, more marketing data will 

be collected and more effective algorithm models will be designed. 

7. Conclusion 

In order to solve the problem of intelligent precision marketing of goods, this study 

proposes shallow neural network algorithm and GCN-LSTM hybrid model algorithm. 

The two intelligent algorithms are respectively used to predict marketing volume. Under 

the experimental scenario of predicting the sales of Zhenlong (hard Lingyun) and 

Nanjing (hard Hong) in a week, a month and sales in different time periods, it is verified 

that the average prediction accuracy of shallow neural network is 81%, and the average 

prediction accuracy of GCN-LSTM is 89%. It can be seen that the prediction results of 

GCN-LSTM hybrid model algorithm are more consistent with the actual sales data, 

which indicates that the algorithm can improve the work efficiency and better control the 

product marketing to different retail customers, so as to achieve accurate regulation and 

realize intelligent marketing. This study can provide reference value for commercial 

companies in the field of commodity marketing. In the future, more marketing data will 

be collected and more effective algorithm models will be designed. 
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Abstract. The incorporation of Information and Communication Technology 

(ICT) into higher education has profoundly revolutionized the manner in which 

students engage with educational resources and acquire knowledge. Personal 

Learning Environments (PLEs) facilitate a tailored and adaptable learning 

approach, empowering students to take charge of their own educational 

experiences. Nonetheless, to effectively leverage PLEs in higher education, a 

robust ICT framework is imperative. This paper explores the development of an 

ICT framework specifically designed for PLEs within the context of higher 

education. The framework encompasses diverse ICT attributes, including 

accessibility, flexibility, data analysis, extensive capacity, automation, 

personalization, and security. Analyzing interview data led to the formulation of a 

PLE-ICT framework prototype, comprising five dimensions: ICT hardware, ICT 

software, ICT services, project development, and support team. The findings of 

this study enrich the theoretical comprehension of ICT integration in PLEs and 

offer valuable insights for the future elaboration of more intricate PLE-ICT scales. 

The suggested ICT framework delivers a comprehensive and pragmatic blueprint 

for the implementation of PLEs in higher education institutions, with the potential 

to augment student learning experiences and outcomes. 

Keywords. ICT framework, Personal Learning Environment, PLE, higher 

education, experts’ interview 

1.  Introduction 

With the rapid development of information and communication technology (ICT), 

higher education has also undergone significant changes, leading to the rise of the 
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concept of a Personal Learning Environment (PLE). A PLE is a set of technological 

tools and resources that an individual learner selects and uses to support their learning 

activities and goals, in a self-directed and adaptable manner, based on their interests 

and needs, and with the purpose of building a personal learning network[1]. To 

construct and implement PLE in higher education, Information and Communication 

Technology (ICT) plays a crucial role[2]. ICT provides the infrastructure and tools 

necessary to support learners in managing and organizing their learning experiences 

and educational resources, including online platforms and digital repositories, social 

media and communication tools, and personalized learning technologies [3]. 

Several ICT frameworks and criteria have been proposed to guide the 

development and implementation of Personal Learning Environments (PLEs) in higher 

education. One of the most widely recognized frameworks is the Seven Pillars of PLE 

proposed by Downes [3]. This framework outlines seven critical components of PLEs: 

ownership and control, aggregation, mixability, reusability, feeding forward, feedback, 

and potential [3]. Besides, the e-Portfolio Model, as proposed by Attwell [4], 

emphasizes the role of learners in organizing, reflecting upon, and showcasing their 

learning experiences and achievements. In this model, ICT tools facilitate the creation 

and management of digital portfolios, enabling learners to document, track, and share 

their learning journey with peers, instructors, and potential employers [4]. Moreover, 

the Connectivist PLE Model, rooted in the connectivism learning theory introduced by 

Siemens [5], emphasizes the role of networks and connections in the learning process. 

In this model, learners use ICT tools to access, filter, and evaluate information, as well 

as to create and share knowledge within their personal learning networks 

While the aforementioned PLE models have contributed significantly to the 

understanding and development of Personal Learning Environments in higher 

education, there remains a research gap in providing a comprehensive PLE ICT 

framework that addresses all dimensions necessary for successful construction and 

implementation. Previous models primarily focused on individual aspects of PLEs, 

such as personalization, adaptability, self-regulation, collaboration, and networking. 

However, a holistic PLE ICT framework is needed to ensure seamless integration of all 

dimensions, including hardware, software, ICT services, project development, and 

support teams. This research aims to fill this gap by developing a PLE ICT framework 

that encompasses the complete dimensions of ICT required for constructing and 

implementing PLEs in higher education. The research question is thus raised:  

Question: What are the ICT requirements for the construction and implementation 

of a PLE in higher education from ICT experts’ points of view? 

The research context of this study focuses on higher education institutions, where the 

integration of Information and Communication Technology (ICT) plays a pivotal role 

in shaping the learning experience. By examining the implementation of Personal 

Learning Environments (PLEs) within this context, the research seeks to understand 

how a comprehensive ICT framework can facilitate personalized learning, ultimately 

leading to enhanced educational outcomes for students.  

This study first introduced the ICT resources needed for the construction and 

implementation of a PLE in higher education, then discussed the concepts and 

necessity of hybrid cloud, and finally interpreted the ICT characteristics of PLE in 

higher education. The methodology is then introduced followed by the interview data 
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analysis. The findings of this study will provide insights into the ICT requirements for 

implementing a PLE and help the future development of a more detailed PLE-ICT 

scale for higher education. Additionally, the results of this study will also contribute to 

the growing body of literature on the use of ICT in higher education and the 

implementation of PLEs. 

2. Review of the ICT requirements for the development of PLE in higher 

education 

A comprehensive understanding of the ICT requirements for constructing and 

implementing Personal Learning Environments (PLEs) in higher education is crucial 

for their successful integration into the learning experience. Several studies have 

explored the essential elements and tools that facilitate effective PLEs [6][1]. 

Accessibility, flexibility, data analysis, large capacity, automation, personalization, and 

security have been identified as key ICT features for PLEs [7][8].Additionally, recent 

research emphasizes the importance of designing PLEs that are adaptable to learners' 

needs, preferences, and learning styles [9][2]. Furthermore, the integration of cutting-

edge technologies such as artificial intelligence, machine learning, and cloud 

computing has been proposed to enhance the effectiveness and efficiency of PLEs in 

higher education [10]. It is also crucial to consider the role of social media, 

collaboration tools, and multimedia resources in supporting the development of 

connected and engaging learning experiences [11]. In sum, the literature highlights the 

importance of a well-rounded ICT framework that incorporates various technological 

dimensions and features to ensure the effective construction and implementation of 

PLEs in higher education. 

2.1 ICT resources needed for PLE in higher education 

In order to implement PLEs effectively, ICT resources such as laptops, tablets, 

smartphones, and other mobile devices are required to provide students with access to 

the digital learning materials and tools they need to complete their studies. 

Furthermore, software such as learning management systems (LMS), e-portfolios, 

social software, and content management systems are necessary to manage, store and 

share learning materials and to facilitate collaboration among students and teachers. 

In addition, communication technologies such as instant messaging, blogs, wikis, 

and discussion forums are crucial for fostering collaboration and communication 

among students and teachers. These technologies allow students to exchange ideas and 

provide feedback on their learning experiences in real-time. By analyzing the most 

popular online learning platforms, the following part introduced the hardware, software, 

and service needed for implementing PLE in higher education: 

2.1.1 Hardware resources 

The hardware source needed for personalized learning environments generally includes 

both mobile and PC. To ensure smooth system operation, the mobile side can use at 

least an eight-core processor with memory references ranging from 4 GB to 64 GB 
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RAM. The operating system only needs to support the latest version of iOS or Android, 

and the network only needs to have a high-speed internet connection to ensure fast 

loading and syncing of platform data and resources. The PC side can use at least an 

Intel Core i5 or similar processor with memory ranging from 8 GB to 256 GB RAM, an 

SSD notebook or desktop computer, and a display screen with at least 1920x1080 

resolution for a good visual experience. The network only needs to have a high-speed 

internet connection to ensure fast loading and syncing of platform data and resources. 

2.1.2 Software resources 

An effective ICT framework for PLE in higher education should include software 

resources that support the learning and development needs of students and educators. 

Key features to consider in educational software include: 

 Well-rated apps for both iOS and Android platforms, allowing students to 

access the software from their preferred device, including laptops, 

Chromebooks, and smartphones. 

 Automated grading and integration with SpeedGrader to support the 

assessment process. 

 A website builder and customizable templates to facilitate the creation of 

educational content by educators. 

 Project creation tools, including a video editor, plagiarism checker, and 

assignment tracker to support student learning and engagement. 

 Integration with corporate social media accounts. 

 Tools for authoring, including text editing and video capture support the 

creation of multimedia learning materials. 

2.1.3 Service resources: 

In addition to software resources, an ICT framework for PLE in higher education 

should also include reliable and user-friendly service resources to support the learning 

process. Key features to consider include: 

 Support for third-party cloud storage providers, such as Dropbox, to ensure 

the safety and accessibility of educational data. 

 The ability to create individualized student pathways via LinkedIn Learning 

content. 

 A white-label approach to foster customization and consistent branding across 

the educational institution. 

 Support for multiple tenants, allowing an administrator to manage multiple 

accounts with a single set of sign-on credentials. 
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 Advanced support options, including a forum or FAQ, a robust community 

forum, and growing scalability. 

 An easy-to-use interface with a variety of support options, including direct 

support via email and phone. 

2.2 Hybrid cloud 

The hybrid cloud concept has gained significant traction across various industries, 

including education, as it combines the advantages of both public and private clouds. 

Hybrid cloud computing, as defined by Srinivasan[12], comprises a mix of on-

premises, private cloud, and third-party public cloud services with orchestration and 

integration between platforms. Key components of modern hybrid cloud architecture 

include virtualization, data-driven approaches, Software as a Service (SaaS), Industry 

4.0 integration, on-demand self-service, broad network access, resource pooling, rapid 

elasticity, and measured service [13][14][15][16][10]. 

Hybrid cloud offers benefits such as cost efficiency, scalability, flexibility, and 

security. In the context of PLEs, a hybrid cloud allows institutions to balance cost-

effectiveness and scalability with privacy and security for sensitive student data. It also 

offers flexibility and adaptability, enabling institutions to choose appropriate cloud 

services and switch between them as needs evolve. Moreover, it enables the integration 

of advanced technologies such as artificial intelligence and machine learning, 

enhancing student learning experiences. 

The use of mobile devices in higher education is also becoming increasingly 

popular, with studies showing the potential for mobile devices to improve access to 

educational resources and facilitate learning [17]. The integration of mobile devices 

with hybrid cloud infrastructure can further enhance the adaptability and accessibility 

of PLEs, providing learners with greater opportunities for personalized learning 

experiences.  

The unified hybrid cloud, still in its early adoption phase, demonstrates benefits 

including scalability, cost efficiency, improved security, increased agility, better 

compliance, and enhanced collaboration. Papadakis et al. [18] highlight the potential of 

digital eLearning educational tools, such as ARION, to synchronize, compose, and 

orchestrate learning session data within a hybrid cloud environment. Although the 

benefits of a unified hybrid cloud platform depend on an organization's specific needs 

and the level of integration between different cloud platforms, it holds great potential 

for optimizing resources and enhancing collaboration across various industries, 

including higher education. 

2.3 The ICT features of PLE in higher education 

A review of the literature indicated the following five ICT features of PLE: 

 Customizable User Interfaces (CUIs): Manca and Paternò [19] defined CUIs 

as user interfaces that can be modified according to the needs and preferences 

of different users. Specifically, CUIs allow users to customize not only the 

layout and content of the user interface but also its behavior and functionality. 

In PLE, CUIs can include selecting and arranging the tools and resources that 
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they need to support their learning, such as course materials, discussion 

forums, and multimedia resources. 

 Social Networking Tools: Social networking tools, such as blogs, wikis, and 

discussion forums, play an important role in PLE, allowing learners to engage 

with each other, share information, and collaborate on projects [20]. 

 Personalized Learning Paths: PLEs can provide learners with the ability to 

create and manage their own learning paths, enabling them to select and 

prioritize the resources and activities that best meet their learning needs [21]. 

This can help to increase learner engagement and motivation, as well as 

support the development of personalized learning plans that are tailored to 

each individual's needs and interests. 

 Mobile Access: With the increasing prevalence of mobile devices, PLEs need 

to be designed to support access from a variety of mobile devices, including 

smartphones and tablets [22]. This can provide learners with the ability to 

access learning resources and engage in learning activities at any time, from 

any location, and on any device. 

 Learning Analytics: Learning analytics tools play an important role in PLE, 

providing learners with the ability to track and monitor their learning 

progress, and receive personalized feedback and support [11]. These tools can 

also be used to analyze learner data and provide insights into their learning 

behavior and patterns, helping educators to identify areas for improvement 

and make more informed decisions about their teaching practice. 

3.  Method 

This study employed semi-structured interviews to explore the essential ICT 

components and systems for constructing effective and efficient PLE-ICT in higher 

education. This data-gathering method offers a flexible approach, enabling researchers 

to adapt questions based on participants' responses, generating in-depth and context-

specific insights [23]. Semi-structured interviews are particularly useful when 

investigating complex phenomena like ICT components in PLEs, as they allow 

researchers to better understand participants' experiences, perceptions, beliefs, and 

attitudes [24]. This method is well-suited for exploring ICT requirements for PLEs in 

higher education, as it helps researchers gather nuanced information and identify 

commonalities and differences among participants' experiences and opinions [25].  

        The sampling technique utilized was purposive sampling, selecting five ICT 

experts with 5-10 years of working experience in PLEs in higher education. A sample 

size of five interviewees was chosen to ensure a manageable amount of data for in-

depth analysis while still providing rich and diverse perspectives on the topic. The 

diversity of participants in gender, age, and professional background aimed to provide a 

comprehensive understanding of the ICT components and systems necessary for 

building an effective and efficient PLE, and to ensure that the resulting framework 

would be applicable to a wide range of higher education institutions. 
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        The purpose of the interviews was explained to the participants, and they all 

agreed to have the interview recorded. The average interview time was 30 minutes. The 

interviews aimed to gather data about the ICT components and systems necessary for 

building an effective and efficient PLE. The collected data was analyzed and coded to 

identify common themes and patterns.  

        Based on the literature review, the interview questions were designed to elicit 

information about the participants' experiences with PLEs, their understanding of the 

ICT infrastructure required for PLEs, and their recommendations for an ICT framework 

that would support PLEs in higher education. The questions were open-ended, 

encouraging participants to provide detailed information and insights about their 

experiences with PLEs and their thoughts on the ICT infrastructure necessary to 

support PLEs (see table 1) 

Table 1. Question items and the literature reference 

Question items literature 

1. Please describe your experience with PLEs in higher education. [26] 

2. In your opinion, what are the key components of an ICT framework for PLEs in higher 

education? 

[27] 

3. What factors should be considered when implementing an ICT framework for PLEs in 

higher education? 

[28] 

4. What challenges or limitations have you encountered, or do you anticipate, in 

implementing an ICT framework for PLEs? 

[29] 

5. How do you ensure that ICT features in PLEs are accessible to all learners, including 

those with disabilities and different backgrounds? 

[30] 

6. How does flexibility in ICT features contribute to the success of PLEs in higher 

education? [9] 

7. How does data analysis support the development of effective learning experiences in 

PLEs? [8] 

8. Why is having a large capacity important for the success of PLEs in higher education? [7] 

9. How does automation support the development of more flexible and dynamic learning 

environments in PLEs? [31] 

10. How do you ensure the personalization of functions within PLEs in higher education? [6] 

11. Please share any best practices you have observed or implemented for the successful 

integration of an ICT framework in PLEs in higher education. Self-made 

12. What recommendations do you have for institutions seeking to implement an ICT 

framework for PLEs? [32] 

 The data collected from the interviews were transcribed and analyzed using a 

thematic analysis approach. The transcripts were read multiple times to gain a general 

understanding of the data. Codes were then generated and applied to the data to identify 

common themes and patterns. The codes were developed based on the interview 

questions and the collected data. The data analysis aimed to identify the ICT 

components and systems necessary for building an effective and efficient PLE. 
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4. Sample and sampling 

This study aimed to develop an ICT framework for Personalized Learning 

Environments (PLEs) in higher education. To achieve this goal, the study employed a 

qualitative research design and conducted in-depth interviews with 5 ICT experts with 

5-10 years of working experience in PLEs in higher education. The participants were 

selected based on their professional experience and expertise in the field of ICT and 

education. All participants held a Ph.D. degree, with two of them being female and 

three of them being male. Their ages ranged from 35-55. 

Before conducting the interviews, informed consent was obtained from all 

interviewees. They were provided with a written description of the study, including its 

purpose, methods, and expected outcomes. Participants were also informed of their 

right to withdraw from the study at any time. They were required to sign a written 

consent form indicating their agreement to participate in the study. The transcripts of 

the interviews were coded using a pseudonym to protect the identity of the participants. 

5. Results and discussion 

The transcribed data from the interviews were analyzed using a thematic coding 

approach, following a multi-stage process. Initially, the data were subjected to open 

coding, where common themes and patterns were identified [33]. Next, these themes 

were grouped into similar ideas and labeled, resulting in the creation of categories [34]. 

To ensure consistency and accuracy, two coders conducted the coding process 

independently, and their results were compared. Any discrepancies were discussed and 

resolved through consensus [35]. 

 Coding categories: The following coding categories were identified and used 

for analysis. 

 Key components of an ICT framework for PLEs 

 Considerations for the implementation of an ICT framework for PLEs 

 Challenges and limitations in the implementation of an ICT framework for 

PLEs 

 Best practices for the successful implementation of an ICT framework for 

PLEs 

        The coded data were analyzed to identify common themes and patterns in the data. 

The findings from the analysis were used to develop a comprehensive ICT framework 

for PLEs in higher education, which involved the following seven ICT features of PLE: 

1) Accessibility 

It can refer to physical accessibility, such as access to the necessary hardware and 

software, as well as to the usability and user-friendliness of the ICT features themselves 

[30]. It is also important to consider accessibility in terms of socio-economic factors, 
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such as the cost of access and the availability of technical support [36]. To ensure that 

ICT features in PLEs are accessible to all learners, it is necessary to consider the needs 

of different groups and to design the features to be inclusive and user-friendly [30]. 

2) Flexibility 

It refers to the ease and convenience of ICT deployment, as well as its ability to be 

recovered and monitored. Moreover, it also involves the ability to adapt to the needs 

and preferences of each individual learner [9]. This requires the provision of reliable 

and efficient infrastructure, as well as the development of user-friendly systems and 

tools [36].Besides effortless implementation, it is essential that ICT components within 

PLEs can be readily restored in the event of system failures or other technical 

problems. Finally, ICT features in PLEs should be designed to be easily monitored, 

allowing for the effective measurement of their impact on learning and for the 

identification of areas for improvement [36]. 

3) Data analysis 

It enables PLEs to provide detailed information about learners' behavior and learning 

strategies, as well as to support the continuous improvement of learning experiences 

[8]. Data analysis in PLEs can include the analysis of learning behavior, such as the 

types of resources used and the strategies employed to engage with the material [37]. 

This information can be used to support the development of more effective learning 

experiences, as well as to identify areas for improvement and track progress over time 

[8].Furthermore, analyzing data in PLEs can offer significant insights into elements 

that impact learning, such as motivation, engagement, and self-confidence [37]. This 

information can be used to support the development of more effective teaching and 

learning strategies, as well as to identify areas where additional support may be needed 

to ensure that all learners are successful [8]. 

4) Large capacity 

The ability of an online learning system to handle a large volume of users and data. 

This could include the ability to process user data and generate personalized 

recommendations, as well as the ability to store and manage a large number of learning 

resources [38]. By tracking and storing learners’ historical behavior data, personalized 

recommendation systems can use machine learning algorithms to analyze this data and 

provide personalized recommendations to learners, helping them achieve their learning 

goals more effectively [7]. The capacity to save and retrieve learning documents, 

including notes, assignments, and evaluations, plays a crucial role in creating a 

significant learning portfolio. The large storage capacity of ICT in PLEs also allows 

learners to easily access and manage learning resources, such as readings, videos, and 

multimedia materials [38].  

5) Automation 

It refers to the use of machine learning algorithms to personalize the learning 

experience of students without the need for manual intervention by instructors [31]. 
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This feature helps to streamline these processes, making them more efficient and 

reducing the administrative burden on educators and learners. The use of automated 

systems in PLEs can also support the development of more flexible and dynamic 

learning environments. 

6) Personalization of functions 

It refers to the use of various technologies and methods to adapt learning experiences 

and materials to individual learners, taking into account their learning styles, interests, 

and prior knowledge [6]. This feature can support the development of more 

personalized and effective learning experiences, as learners can tailor their learning 

environment to their specific needs. The personalization of ICT functions can also 

support the development of more flexible learning environments, as learners can access 

and use the tools and resources that best meet their needs and preferences [39].  

Security 

It includes protecting sensitive student and institutional data. According to a study by 

Garg and Goel [40], the threats to online assessment security include identity fraud, 

cheating, and hacking. Security strategies such as multi-factor authentication, 

proctoring, and machine learning-based approaches are recommended. Furthermore, 

security measures can prevent unauthorized access to ICT systems, reducing the risk of 

data breaches and theft of confidential information. It should be pointed out that ICT 

systems in higher education must comply with various regulations which set strict 

guidelines for the handling of student records and information.  

Based on the literature review and interview data analysis, the researchers 

constructed the following PLE-ICT framework as a prototype (see Table 2). 

Table2. PLE-ICT framework prototype 

1. Hardware 1 2 3 4 5 

1.1 Have a Standard Operating Procedure (SOP) 

1.2 Inspection and improvement, adjustment of the SOP 

1.3 User feedback mechanism 

1.4 Expert feedback mechanism 

2. Software 

2.1 Have a Standard Operating Procedure (SOP) 

2.2 Inspection and improvement, adjustment of the SOP 

2.3 User feedback mechanism 

2.4 Expert feedback mechanism 

3. ICT service 

3.1 Have a Standard Operating Procedure (SOP) 

3.2 Inspection and improvement, adjustment of the SOP 
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3.3 User feedback mechanism 

3.4 Expert feedback mechanism 

4. Project development 

4.1 Have a Standard Operating Procedure (SOP) 

4.2 Inspection and improvement, adjustment of the SOP 

4.3 User feedback mechanism 

4.4 Expert feedback mechanism 

5. Supporting group 

5.1 Have a Standard Operating Procedure (SOP) 

5.2 Inspection and improvement, adjustment of the SOP 

5.3 User feedback mechanism 

5.4 Expert feedback mechanism 

 

1 Not implemented: no standardized operating procedures or user and expert feedback mechanism. 

2 Planning: plans to establish standardized operating procedures and a user and expert feedback 

mechanism. 

3 Partially implemented: partially in accordance with the standardized operating procedures, with a 

basic user and expert feedback mechanism 

4 mostly implemented: mostly in accordance with the standardized operating procedures, with a 

relatively complete user and expert feedback mechanism. 

5 Fully implemented: fully in accordance with the standardized operating procedures, with a complete 

user and expert feedback mechanism. 

Source: self-generated 

 As shown in the above table, the main technical indicators of the Personal Learning 

Environment include five dimensions: ICT hardware, ICT software, ICT services, 

project development and support team. 

Hardware equipment is the foundation for platform operation and is crucial for the 

efficient and stable operation of the platform [14]. ICT hardware includes servers, 

storage and bandwidth, and networks. The server is the core of the entire system and is 

responsible for processing user requests, providing content to users, and personalized 

services [10]. Storage devices are used to store all user data and content and need to 

have a large capacity and high read and write speed to ensure that users can access the 

content they need at any time and anywhere [39]. Bandwidth and network are the 

communication channels between the platform and users and determine the network 

speed and stability of users when using the platform. 

Software systems are an essential component in personalized learning 

environments [41]. They are responsible for implementing various functions in the 

learning environment, ensuring that both students and teachers can learn in an efficient 
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and stable environment [7]. The ICT software includes systems, tools, and backend 

management, which together form an efficient and stable learning environment.  

Information Technology Service Management (ITSM) is a key factor in 

personalized learning environments [40]. Its use helps to ensure system reliability, 

improve service efficiency, and enhance user experience. The main service of ICT 

refers to ITSM, such as ISO15000, which provides a systematic process and method for 

service management to ensure service reliability and availability. 

The development team is an important support force for the personalized learning 

platform [16]. It provides users with high-quality technical and service support, 

ensuring that the platform is always in its best state to better support the users' learning 

needs. The ICT support team primarily provides technical support such as equipment, 

video filming, and instructional material development to teachers, students, and 

administrative staff. 

In sum, creating and utilizing PLE in higher education requires attention to five main 

areas: ICT hardware, software, services, project development, and support team. 

Hardware such as servers, storage devices, and networks are essential for the PLE's 

efficient operation. The software implements various functions, ensuring a smooth 

experience for students and teachers. IT Service Management (ITSM) improves 

reliability and efficiency, while the project development team ensures the platform 

meets users' needs. Technical support provides assistance to teachers, students, and 

staff, ensuring optimal performance. Overall, these dimensions are crucial for 

constructing and implementing an effective PLE in higher education. 

6. Conclusion and limitation 

This study presents the development of an Information and Communication 

Technology (ICT) prototype framework for Personal Learning Environments (PLEs) in 

higher education from the perspective of ICT experts. The framework considers various 

ICT features, including accessibility, flexibility, data analysis, large capacity, 

automation, personalization, and security, as well as the five dimensions of ICT 

hardware, ICT software, ICT services, project development, and support team. The 

construction of this ICT framework for PLEs is a significant advancement in providing 

personalized and flexible learning opportunities in higher education. The proposed 

PLE-ICT framework provides a prototype framework from the perspective of ICT 

experts, which offers insights for future detailed PLE-ICT scale development and 

supports institutions looking to enhance personalized learning experiences in higher 

education. 

        Based on the findings, practitioners are recommended to consider the identified 

ICT features and dimensions when implementing PLEs in higher education settings. 

This will help ensure that PLEs are accessible, flexible, and capable of providing 

personalized learning experiences for students. 

        The study has some limitations: first, only five ICT experts were interviewed, 

which may not accurately represent the views and perspectives of other stakeholders in 

higher education, such as teachers and students; second, the semi-structured interview 

relied on participants' self-reported information, which may be subject to biases and 

limitations in their perceptions and recall of events. Future research could collect 

empirical data to enrich and test the PLE-ICT framework. 
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An Empirical Approach to the Utilization 

of Affective Decision Tree Models in Smart 

Teaching 

Ran Lia,1 
a School of English Language and Culture, Xi’an FanYi University, Xi’an, China 

Abstract. In the upcoming age of AI, smart education reshapes not only the macro 
modality of society and education but also the micro modality of knowledge and 
learning. The top priority of smart education is the timely learning disability 
diagnosis and feedback, the assessment and improvement of students’ mental 
quality, in which affective data is the crucial index. Putting in perspective the 
working of positive and negative affects in smart teaching, this research proposes 
the affective decision tree model drawing on the affective data collected from the 
PANAS test. Based on the C5.0 algorithm, classification rules are extracted from 
the calculation of the information gain ratio of affective variables and the 
construction of decision tree is realized through SPSS 26.0. The research findings 
indicate that 1) negative affects took precedence over positive affects in the 
formulation of participants’ smart learning strategy; 2) the architecture of the 
affective decision tree constructed via learners’ affective judgments and ratings 
represents the affective filtering process which optimizes teachers’ selection and 
organization of smart teaching and learning activities. Accordingly, the affective 
decision tree model could be used as the efficient prediction model and affective 
profiling model and teaching support system in smart teaching, prompting the 
affective and cognitive connectivity between teachers and students. 

Keywords. smart teaching, affective decision tree, educational data mining, 
PANAS test, CART algorithm 

1．Introduction 

The booming of smart technologies like Cloud Computing, Big Data, IoT, Artificial 

Intelligence and Mobile Internet delineate a new vision for smart education[1]. The 

essence of smart education lies in the construction of an technology-energized 

ecological learning environment which facilitate learner’s ubiquitous and self-adaptive 

learning aided by the smart teaching paradigm driven by educational data and 

man-machine coordination, focusing on the precision in evaluation and 

management[2]. 
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Geared to learners’ developmental status, smart teaching features situational 

awareness technologies such as natural language understanding, expression 

recognition, affective computing and learning analytics technologies such as 

educational data mining, student profiling to achieve the intelligent diagnosis and 

management of students learning state[3]. 

Currently, there are two mainstream interdisciplinary approaches to smart 

teaching, one is the more fruitful behavioral approach benefiting from the data-mining 

of the learning process and performance, the other is the more prospective profile 

approach recognizing and visualizing the delicate interaction between the macro 

cognitive systems, motives and affective systems in learners’ personality[4]. The 

second approach is booming as the result of the advancement in affective computing 

which features the development of hardware and software framework for the 

measurement of student's affective and cognitive states based on some sensing system. 

One of the cutting-edge research orientation in the interdisciplinary field between smart 

teaching and affective computing is the construction of an adaptive 

emotionally-intelligent e-learning system which is the enabler of not only affect 

recognition and analysis but also the simulation the traditional classroom's pedagogy in 

the system on the basis of learning psychology regulation. In the affect-oriented smart 

classroom, learners’ multi-modal data extracted from the use of expressions, speech, 

eye movement, and physiological signals, as well as text and questionnaires has been 

used to infer students' emotional state and learning state and affective computing has 

been applied to stress detection, dropout prevention and teaching resources 

optimization.  

However, previous data mining models applied in affective computing invariably 

focused on the process data or environmental data, too much weight has been laid on 

the smart learning environment of augmented reality or the reconfiguration of all the 

structural elements defining a smart classroom, the data revealing learners’ cognitive 

and emotional need and state have been inadequately exploited. Therefore, to bridge 

smart teaching and smart learning via data mining and learning analytics, the present 

study aims to construct a decision tree model based on affective attributes and 

information entropy, revealing the intrinsic correlation between the working of affect 

mechanism, learners’ self-efficacy and motivation and teachers’ smart teaching 

decision through an empirical PANAS (Positive and Negative Affect Schedule) test to 

recommend the optimal smart teaching and learning strategies.  

2．The decision tree models in educational data mining 

EDM (Educational Data Mining) concerns the extraction and exploration of useful 

information from educational data. In EDM, decision trees are valuable predictive and 

descriptive analytic tool that visualize the correlation between input variables. The 

major functions of decision trees in EDM are listed as follows: 1) classify observations 

based upon a target that is binary, ordinal, or nominal; 2) predict an outcome for an 

interval target; 3) predict a decision when you identify the specific decision 

alternatives. 

Decision trees can be regarded as the distribution of conditional probability in 

feature space and class space. Normally, the classification rules split classification trees 

into nodes and directed edges with. Nodes generally belong to two major types, internal 

nodes, designating a feature or attribute, and leaf nodes, designating a class or category. 
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The value of variables on the internal nodes determines the branching scope of a 

decision tree. Starting from the root node, a series of statistical significance tests will 

be conducted to allocate a specific feature of the instance into certain nodes based on a 

reduction in entropy, variance, or Gini impurity, each internal node corresponding to a 

specific value of the feature. Through the recursive tests and allocation, the instances 

eventually reaches the relevant classes of the leaf nodes[5].  

Recently, relevant researches in the field of machine learning suggest decision 

trees can be used as effective predictive models in the predictive analysis of placement 

of students[6], students’ study path selection[7], detecting undesirable students’ 

behaviors and evaluating students’ performance in an E-learning environment[8][9]. 

Likewise, as an effective data-mining tool, decision trees can also be used in online 

learning behavior feature mining[10] and the computation of students’ academic 

performance[11]. Noticeably, scholars have been using decision tree algorithms and 

stratification analyses in the discovery of learners’ need for teaching videos [12], even 

in the prediction of learners’ mental state[13], introducing individual variables such as 

learner’s prior knowledge, background, e-learning experience and opening new 

cognitive and emotional dimensions in the interdisciplinary field of machine learning 

and smart teaching such as learners’ inner needs and motives that affect the working of 

personality system in general.   

All the above-mentioned research trends confirm the value of emotional and 

cognitive data in smart teaching. Yet, a narrow gap exists between EDM and learning 

analytics: decision tree models should be built from teachers perspectives to provide 

guidance to the selection of smart teaching tools and the design of smart teaching and 

learning activities adaptive to learners’ cognitive and emotional needs. However, given 

the inadequate exploration of the multi-modality of learners’ emotional and cognitive 

data, the existing research paradigms related to learning disability diagnosis are still 

immature, leaving promising space for the construction of the affective decision tree 

model with the primary function of learning diagnosis and learning engagement 

prediction.   

The proposed decision tree model in the present research aims to theorize an 

affective-feedback and affective-assistance system in smart teaching decision-making 

through the measurement of learners’ emotional response to different online learning 

activities in the PANAS test, to enhance teachers’ detection and recognition of learners’ 

affective states in smart learning, optimizing the formulation and implementation of 

smart teaching strategies. The framework of this research encompasses the following 

constituents: 1) The general introduction to the empirical design of the PANAS test; 2) 

The crucial procedures in the construction of the affective decision tree via C5.0 

algorithm; 3) The verification of the affective decision tree model in SPSS 26.0; 4) 

Future research orientations on the application of the affective decision tree in smart 

teaching, which is shown in Fig. 1: 

R. Li / An Empirical Approach to the Utilization of Affective Decision Tree Models32



STEP 3

Future 

Application 

Research 

Orientations

Prediction Model for Academic Performance

Affection Modeling

Teaching Decision Support System

STEP 2

Affective 

Decision Tree 

Construction

Feature Selection

Calculation of 

Information Gain 

Ratio

C5.0 Algorithmic 

Steps

Data Collection

Data Preprocessing

STEP 1

PANAS Test

Extraction of 

Classification Rules 

in SPSS Modeler

SPSS26.0 Generation 

and Verification

 

Figure 1. Research flowchart 

3．Empirical research into the affective decision tree 

3.1 Participants 

This research recruited 558 junior college students from a university in Xi’an in 2021. 

The major of participants covers English and E-commerce. 490 of the participants 

enrolled in the Psychology of Foreign Language Teaching course the author teaches at 

the university. Supposedly, given their rich experience in blended learning and the 

prior knowledge in Learning Psychology, the participants have been well acquainted 

with all the online learning activities and are aware of the correlation between affect, 

motivation and learning efficiency.   

3.2 Data collection 

The data in this article is derived from a variant of the PANAS in the form of an 

on-line survey. The PANAS scales originally devised by David Watson and Lee Anna 

Clark in the 1980s[14] investigate into the positive and negative mood and feelings the 

undergraduates experienced in the specified duration in the past. The PANAS scale 

encompasses descriptors arrayed along two dimensions of the participants’ emotional 

experience, namely, Positive Affect (PA) and Negative Affect (NA). The subjects were 

asked to rate on a 5-point Likert scale the extent to which they had experienced the 

listed positive affect and negative affect during a specified time frame. The points of 

the scale were labeled very slightly or not at all, a little, moderately, quite a bit, and 

very much, respectively[15].  

The replication of PANAS scale is theoretically accountable since its reliability 

and credibility have been attested in decades of psychometric experiments. The present 

research adopts the logic of the discrete emotion analysis model embodied in the 

original PANAS scale for the appropriate classification of learners’ academic affects 

and the selection of reliable affective descriptors.   

The revised PANAS scale capitalizes on the affect priming effects of judgments, 

according to which ambiguous stimuli with less predefined meaning or prior 
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knowledge for an individual tend to trigger up judgments more prominently influenced 

by affective states. Following the same logic, the present research makes adaptations to 

the PANAS scale with the addition of the names of 17 online learning activities as 

stimuli to trigger up learners’ academic affects. Theoretically, participants’ 

spontaneous emotional states or traits can be induced through the affective judgments 

in which they should rate on a 5-point Likert scale the extent to which they associate 

the listed positive and negative affects with specified online learning activity.  

 The affective states may be extended to other objects related or unrelated to those 

stimuli, which is the affect infusion process that operate unconsciously and modulate 

an individual’s cognitive and behavioral responses. Accordingly, the assessment of 

participants intuitive affective judgments of the correlation between the names of 

online learning activities and the potential emotions those activities may engender in 

the course of smart learning is of predictive value since the scores of the test are 

indicator of participants’ preference for the smart learning activities. Similarly, the 

scores of the test are of high diagnostic value to the teachers since learner’s preference 

is certainly the index of the teaching effect which may in turn influence their 

pedagogical design.  

There are altogether 17 names of the prevalent online learning activities and 8 

positive affect descriptors and 8 negative affect descriptors for each category of online 

learning activities. The items in the affect descriptors form a continuum with the 

gradation from positive affect to negative affect. The online activities are Audio-Video 

Learning, Chapter Learning, Online Discussion, Online Homework, PBL Project, 

Sign-in, Random Selection, Online Test, In-Class Practice, Quick Response, 

Questionnaire, Voting, Rating, Group Chat, Whiteboard, Live Broadcast, Synchronous 

Classroom. The 16 items in the affect descriptors are listed in Table 1: 

Table 1. Positive and negative affects 

Positive 

Affect 
Excited Happy Expectative Contented Active  Energetic focused Relaxed 

         
Negative 

Affect 
Bored  Ashamed  Disappointed Depressed Anxious  Nervous Afraid  Angry  

3.3 Data preprocessing 

In the original data collected from the empirical survey, the categorical data concerning  

nominal type attributes such as online learning activity and emotion type is mingled 

with interval data concerning the numeric type attribute such as learners’ rating of 

affective judgment. For the convenience of data mining process, the categorical data 

has undergone the data conversion process in SPSS 26.0 for further analysis, which 

splits the data into two nominal variables: the above-mentioned online learning activity 

types and the emotion types. The interval data recording learners’ rating of the 

affective experience in the online learning activities is retained. In a 1-5 scale, an 

affective rating score greater than or equal to 3 is considered a positive index of a 

specific affective experience. To establish an decision tree model, part of the data has 

been segmented to form the training set, as is shown in Table 2:  
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Table 2. Training set 

 

3.3 Decision tree construction 

 Feature selection 

In the training set with the size of 100 subjects, the frequency of each subject’s 

positive affective rating above 3 has been counted to split the data and start the split 

search. The split search begins by selecting certain input affective variable to be the 

split. Two subsets are created in the splitting process: the left branch includes all the 

cases less than the split value, the right branch contains all the cases greater than the 

split value.   

Take the affective variable EXCITED in Table 3 as example, the following 

procedures have been executed to determine if it is a good split: 

Table 3. Descriptive statistics of the affective variable EXCITED 

Ratings Frequency Percent Valid Percent Cumulative Percent 

1 15 15.0 15.0 15.0 

2 14 14.0 14.0 29.0 

3 33 33.0 33.0 62.0 

4 23 23.0 23.0 85.0 

5 15 15.0 15.0 100.0 

Total 100 100.0 100.0  

 

(1) Running the Pearson’s Chi-square statistic quantification of the positive counts 

in the EXCITED column in SPSS 26.0. The asymptotic significance is 0.010, 

suggesting the significant difference, which makes the variable a good split. 

(2) Calculating the information gain of the affective attribute EXCITED on the 

training set S, namely, g(E, S). Decision tree learning use information gain in the 

selection of attributes. The calculation process is shown in Formula (1), (2) and (3):  
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 In Formula (1) (2) and (3), S stands for a given training set and E stands for a 

given attribute, accordingly, H(S) is the empirical entropy that represents the 

classification uncertainty of training set S. Whereas, H(E|S) designates the 

classification uncertainty of training set S under the given condition of attribute A. The 

difference between the two is the information gain which denotes the degree of 

reduction in the classification uncertainty of training set S on account of attribute A. 

The calculation process is to determine the attribute variable with the maximum 

classification ability or entropy. In formula (2) , formula (3) and formula (4), |S| stands 

for the sample size of the training set, in this case, the sample size is 100 and C stands 

for the categories in attribute E. In this research, two categories are distinguished in 

attribute E, the positive and negative category respectively. |Ck| stands for the sample 

size belonging to category Ck, K=2. Since this research adopts a 1-5 rating scale for 

each emotional type, n=5, which means training set S will be divided into 5 subsets 

based on its value.  

In formula (3), |Si| stands for the sample size of each subset. |Sik| stands for the 

sample set belonging to a specific Ck, K=2.  

Table 4. The input values of H(S|E) 

Sik 

Si 
Si1 Si2 

S1 15 0 
S2 14 0 
S3 0 33 
S4 0 23 
S5 0 15 

Table 4 shows the possible input values of all the letter symbols representing 

different affective categories and affective ratings in formula (3) and formula (4), 

which are drawn from the frequency and percentage of descriptive statistics in Table 3: 

taking 3 as the dividing value, Si1 equals the positive counts and Si2 equals the 

negative counts belonging to each subset of the training set. In the calculation of 

H(S|E), the input values listed in Table 4 add up to 0, making empirical entropy H(S) 

the only valid value to determine information load of the attribute E. 

Accordingly, the expected information value for the classification of training set is 

shown is Formula (4): 
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The final result of calculation is 0.87, approaching 1, suggesting the information 

gain of the attribute is the largest, so in the generation of the decision tree, the affective 

variables are used to construct the internal nodes.  

  C5.0 decision tree algorithm steps 

The construction of the affective decision tree involves the grouping and matching 

of multiple type variables designating negative and positive affective categories with 

optimal online learning activities on the basis of the numeric variables designating 

learners’ negative and positive ratings. Accordingly, C5.0 algorithm is followed to 
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accommodate the multi-branch generation process. In C5.0, the Information Gain Ratio 

is the standard for the selection of optimal grouping variable as the best binary splitting 

points. In the generation of the affective decision tree, the input variables are the 

numeric affective ratings, the output variables are the different affective and the online 

learning activity types. Taking the probability of each negative or positive affective 

ratings P as input variable, the calculation of the entropy of the affective variable 

Excited is shown in Formula (5):  
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  The calculation of the entropy of a certain affective variable with respect to the 

input numeric variable is shown in Formula (6):  
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In formula (6), R with the subscript n designates the totality of all the affective 

ratings, P stands for the affective ratings pertaining to a certain affective variable Ai. 

For a given affective variable A, all the affective ratings Rn made by subjects fall into 

two types, the positive, which indicates the strong prominence of an emotion, and the 

negative, which indicates the weak or undetectable influence of an emotion, which is 

captured by the subscript i.  

As is shown in Table 5, the sum of all the affective ratings made in this research by 

subjects is 9486, which is further divided along the positive and negative axis by the 

rating value 3. Consequently, the affective ratings below 3 will be counted as negative, 

labeled N in Table 5 and the affective ratings that equals 3 or is greater than 3 will be 

counted as positive, labeled P in Table 5 correspondingly.  

Table 5. The descriptive statistics of affective variables 

Affective Variable Ratings 

1 2 3 4 5 

Category N N P P P 

Excited 1299 1391 3436 1649 1711 

Happy 1356 1439 3506 1557 1628 

Expectative 1319 1388 3535 1561 1683 

Contented 1375 1336 3513 1584 1678 

Active 1281 1391 3519 1642 1653 

Energetic 1318 1424 3500 1627 1617 

Focused 1180 1422 3520 1664 1700 

Relaxed 1411 1354 3474 1574 1673 

Bored 3900 1749 2526 788 523 

Ashamed 4412 1673 2361 640 400 

Disappointed 4402 1638 2383 623 440 
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Depressed 4387 1600 2382 640 477 

Anxious 4089 1671 2446 783 497 

Nervous 4080 1775 2437 692 502 

Afraid 4314 1637 2416 659 460 

Angry 4667 1505 2294 588 432 

Accordingly, the entropy for the affective variable Excited with respect to the 

numeric affective ratings is shown in Formula (7) 
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The calculation of the information gain for the affective variable Excited is shown 

in Formula (8) 
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The C5.0 algorithm takes information gain ratio instead of the information gain in 

the selection of the optimal grouping variable to minimize the interference of type 

values, therefore, the information gain ratio for the affective variable Excited is shown 

in Formula (9): 
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Following the same algorithmic procedure, table 6 shows the information gain 

ratio of the other affective variables. 

Table 6. The information gain ratio of affective variables 

Affective Variable Information Gain Ratio 

Excited 0.39 

Happy 0.39 

Expectative 0.39 

Contented 0.39 

Active 0.39 

Energetic 0.39 

Focused 0.38 

Relaxed 0.39 

Bored 0.48 

Ashamed 0.49 

Disappointed 0.49 
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Depressed 0.49 

Anxious 0.48 

Nervous 0.48 

Afraid 0.49 

Angry 0.50 

 

Still, the marginal difference between the information gain ratio of the positive 

affective variables and that between the negative affective variables respectively makes 

it difficult to determine the split point, therefore, a C5.0 model is constructed in SPSS 

modeler to predict the actual importance of those affective variables in tree 

construction, with online learning activity as the target and the affective variables as 

the input to highlight the correlation between learners’ affective state and teachers’ 

selection of online learning activities. Figure 2 shows the results of prediction: 

                   

 

Figure 2: Predictor importance 

From the modeling result, it is found that positive affects like expectation, 

happiness, excitement and satisfaction are significant influencing factors in learners’ 

selection of smart learning activities. Interestingly, negative affects like nervousness, 

anxiety, fear or shame also take precedence over positive affects such as attentiveness, 

relaxation and activeness, which entails that negative affective factors may have some 

cross influence on the affective priming effect of those positive affective factors. 

Therefore, feedback on learners’ negative affects is very important in designing the 

smart teaching and learning activities since negative affects may in a sense override the 

affective priming effect of positive affects. It is recommended that educators be more 

sensitive and responsive to learners’ negative affects.  

 Classification rule construction 

After sorting out all the affective variables according to the information gain ratio, 

the different layers in the architecture of the classification tree can be generated prior to 

C5.0 modeling in SPSS 26.0, as is shown in figure 3. The architecture mirrors the 

putative decision-making process guided by the affective decision tree generated in C 

5.0 modeling, as is shown in figure 4, with the depth of the tree determined by the 

value of different affective variables. 

The nodes of the of decision tree are affective variables related to learners affective 

states and affective experience, which affects the decision-making in foreign language 

teaching. These attribute nodes are designated by rhombuses arranged hierarchically to 

indicate the different degree of affective priming effect and the resultant classification 

of learners, judgment of learners’ mental states and the selection of teaching and 
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learning activities. Similarly, the different attribute values of affective variables 

designated by circles constitute the affect-specific internal or test nodes.  

In the tree diagram, the test nodes represents two categories of the affective rating, 

P for positive, with the rating value equaling or greater than 3, and N for negative, with 

the rating value below 3. The different categories of learning activities designated by 

rectangles constitute the terminal or decision nodes, they correspond to the 

personalized or customized teaching methods designed for the strategical and 

psychological intervention targeted at different affective states in the process of smart 

learning.  
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Figure 3. The architecture of affective decision tree 

The tree is constructed on the basis of a set of IF…THEN classification rules 

which determine the path from the root node to each leaf node. The conjuncts of the 

affective attributes and relevant attribute values formed along a path from the root node 

constitute the IF part, and the categories of learning activities marked by the leaf nodes 

constitute the THEN part of the rule, that is, the conclusion of the rule. In C5.0 

modeling, the rule determines teachers’ pedagogical decision in the selection of online 

learning activities, taking the online learning activity audio video learning for example, 

47 rules are generated in modeling, two of which are listed below for illustration: 

Rule 1 for Audio Video Learning: 

If Excited <= 2 and Relaxed > 1 and Disappointed > 1 and Disappointed <= 2 and 

Nervous > 1 and Nervous <= 2 and Afraid > 1 and Angry <= 1 and Student Number > 

54 and Student Number <= 402 then Audio Video Learning.  

Rule 2 for Audio Video Learning: 

If Energetic > 1 and Bored > 1 and Disappointed <= 1 and Anxious <= 1 and 

Nervous <= 1 and Afraid <= 1 and Angry > 1 then Audio Video Learning  
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Generally, the rules embody the intricate correlation between the affective 

mechanism and teachers’ pedagogical decision. For instance, teachers should carefully 

weigh and prioritize the attribute value of affective variables with relatively high 

information gain ratio, such as Excited, Relaxed, Energetic and Nervous, Afraid, 

Anxious, Angry to decide when to start Audio Video Learning. Obviously, the rules 

suggest when the learners are a little disappointed and bored or nervous, Audio Video 

Learning prompts the working of positive affects like excitement, relaxation. 

Noticeably, the rules echoes the previous algorithmic results in that negative affects 

should be the first affective factors to be carefully weighed in smart teaching design, 

since they have higher information gain ratio rankings.  

In the next phase, learners are grouped along different positive and negative axis in 

affective identification and modeling to decide if they fit in with certain online learning 

activity. The test and decision procedures may be executed recursively until teachers 

arrive at the final diagnostic conclusion of learners’ affective state and the optimal 

teaching strategies. 

4．The utilization of affective decision tree in smart teaching 

To enhance the efficiency of smart teaching and learning, the affective data should be 

accurately sorted and utilized in learning analytics to establish the data-driven 

decision-making mechanism. The affective decision tree model fuses learners’ 

affective experience with decision-making analysis to optimize the smart teaching 

decisions and effect learners’ self-adaptive learning. The functions of affective decision 

tree in smart teaching are threefold: 

(1) Predicting students’ academic performance 

In the multi-modal data fusion stage of the affective decision tree construction, on 

the basis of the empirical PANAS test, the value and information gain ratio of affective 

variables indicate the most influencing affective priming effect. Specifically, the 

affective variable that has the highest information gain ratio and value tend to influence 

student performance more significantly. Latest empirical research findings have 

verified that values of affective variables can be used to construct the Affective 

Feedback Adaptive Learning System employing the recognition-supported techniques 

to enhance learners’ learning engagement and self-directed learning[16]. Furthermore, 

affective and cognitive constructs figure prominently in the 

Cognitive-Affective-Motivation Model of Learning (CAMML) which delineates the 

updated trilogy-of-the-mind (cognitive, conative, affective) model of intellectual 

functioning. All in all, academic affects, coupled with self-efficacy, play significant 

mediating roles in online learning: the higher attribute value of negative affective 

variables normally indicates low learning engagement, which predicts high drop-out 

rate, low curriculum attendance and inadequate participation in all the 17 categories of 

online learning activities listed in the research. Conversely, the higher attribute value of 

positive affective variables indicates high learning engagement, which predicts high 

frequency of curriculum attendance, learning task completion and learning activity 

participation, as well as high quality of homework and high rate of knowledge 

expansion based on efficient prevision and revision.   

If the affective variable is further correlated with specific learning activities in the 

SPSS correlation analysis, a prediction model of those activities can be established to 
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forecast the completion time, academic result or academic performance by value 

assignment. 

(2) Student affection modeling 

From the perspective of affective computing, the affective data collected to 

construct the affective decision tree in the generation stage can be utilized as the new 

method of coordinating the smart teaching decision with smart learning strategy since 

all the affective variables can be used to construct the computable and explainable 

affective model of the students concerning specified smart learning activities, which 

provides pedagogical guidance to teachers in their smart teaching design. The affective 

model constitute three basic elements, namely, personality, mood and intentionality, 

whose valence correlates with different attribute.  

As can be inferred from the research findings, the information gain ratio of 

affective variables determines its position in the affective decision tree. Presumably, 

the higher ranking of negative affective variables compared with positive affective 

variables in the hierarchy of the tree entails the malfunction of learners’ personality 

mechanism in coping with the smart learning tasks. Since personality fundamentally 

directs an individual’s behavioral and psychological inclination, the higher ranking of 

positive affective variables in the hierarchy suggests learners are more inclined to 

confront challenging tasks in smart learning.  

Likewise, along the bidimensional affective axis, the path of the affective decision 

tree from the internal nodes of positive affective variable to that of negative affective 

variable shows learners’ change of mood in smart learning from positive to negative. 

The detection of the mood change is very crucial since mood is temporary and 

transitory, without proper intervention, a mood may be entrenched into a type of 

emotion or affect associated with certain learning activities, engendering stereotyped 

mindsets that may be extremely difficult to reverse.  

Psychologically, positive affects induces higher intentionality and willingness than 

negative affects. Therefore, in the execution of smart teaching tasks, the affective 

decision tree visualizes learners’ intention and willingness through branching or 

splitting rules which classifies learners’ into the willing type, with the largest tree 

branches of positive affect nodes, and unwilling type, with the largest tree branches of 

negative affect nodes. 

(3) Teaching decision support system 

After the generation of affective decision tree, teachers may use the architecture of 

the decision tree as reference for learners’ affective fluctuation related to smart learning 

task distribution.  

Hence, in the modeling of decision tree, the student number can be inputted as the 

dependent variable and the online learning activity is inputted as the independent 

variable, the affective variables are influencing variables affecting learners’ learning 

decisions and strategies in smart learning. Taking the student number as the splitting 

variable, a new tree can be constructed, which shows students preferences over certain 

online learning activity under the influence of specific negative or positive affect. The 

tree generated in SPSS 26.0 is demonstrated in Figure 4, with the left branch of the tree 

signaling the more preferable online learning activities learners tend to select under the 

influence of the specific positive or negative affect, the right branch signaling the less 

preferable online learning activities teachers should dismiss in smart teaching design. 

The pruning of the tree is symbolic of the optimization of teaching decisions in 

screening and filtering the undesirable teaching and learning activities.  
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Figure 4. The affective decision tree generated in SPSS 26.0 

5. Conclusion 

Smart teaching involves constant data-driven decision-making and instructional 

refurbishment, which makes educational data mining tools like decision tree significant 

enabler for personalized learning and precise teaching. The commonly-used 

classification and regression tree models draw on demographic data or procedural and 

formative data extracted from the learning analytics of the online and offline 

interaction, learning behavior and progress, test performance can be used in addressing 

classification and decision problems. However, what qualifies smart teaching as 

“smart” is the affective understanding and adaption, multimodel-based affective 

information processing, which means affective data has to be taken into account in 

smart teaching design since it reveals learners’ mentality and mood.  

The prospective research presented in this paper sheds light on the new smart 

teaching paradigm aided by the affective decision tree. The “affective” nature of the 
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tree derives from the affective data collected from the PANAS test. The construction of 

the affective decision tree leads to the following conclusion: 

(1) The architecture of the tree embodies the inner working of learners’ affective 

system which is defined by the cross influence between positive and negative affects. 

Affective system figures prominently in learners’ selection and participation of online 

learning activities because of emotional infiltration and affective priming effect of 

positive and negative affects. In smart teaching, affective decision tree can help 

educators capture the dynamic flow of emotion and establish flexible affective 

feedback mechanism in making smart teaching decisions.  

(2) Theoretically, the affective decision tree can also be used in the construction of 

prediction models of learners’ learning engagement, academic performance, student 

profiling and learning disability diagnosis, as well as the teaching decision support 

system.  

(3) Hypothetically, the affective decision tree can be utilized in the 

interdisciplinary field of affective computing and machine learning to materialize the 

detection, recognition and differentiation of the mentally active, relaxed and stressed 

learning states in smart teaching. Therefore, the effects of smart teaching can be 

interpreted in terms of the reciprocal transaction between learners’ personality system 

and affect mechanism and affective decision trees can help teachers achieve affect 

understanding and cognition in smart learning environment.  
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Abstract. In the midst of the COVID-19 pandemic, the employment and education 

sectors have shifted significantly toward online platforms. However, the increased 
reliance on these digital spaces has raised concerns about personal security 

information. Scholars have taken note of this issue and have explored its 

implications, with some employing the extended knowledge, attitude, and behavior 
(KAB) model to investigate the moderating effects of societal education level on the 

relationship between knowledge and attitude. Hong et al. [1] conducted a study to 

examine undergraduates’ KAB regarding personal data sharing in Chinese higher 
education institutions during the pandemic. Using a questionnaire, the study 

recruited 156 participants from three universities in West and East China. Using 

SPSS 23.0, data analysis revealed a widespread lack of awareness, a positive attitude, 
and proper behavior among college students regarding online personal information 

leakage during the pandemic. Notably, disparities were observed in KAB among 

students of different grades, majors, and genders. Students in their sophomore, 
junior, and senior years were found to be more concerned than freshmen about the 

availability of their personal information online; what’s more, science majors were 

more concerned than students of other majors. There appear to be significant gender 
differences in personal information sharing, ie., males are more concerned about the 

security of personal information online than females. Through this study, we aim to 
emphasize that college students' awareness of personal information protection needs 

to be improved and suggest that university administrators and policymakers increase 

information security training. The findings of this study contribute to the theoretical 
and practical efforts to improve information security in higher education. Future 

studies should broaden the survey sample and examine the primary factors that 

influence college students' KAB of personal information security to ensure the 
generalization of findings. 
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1. Introduction 

The novel corona-virus pneumonia has a huge impact on all sectors of medicine, health, 

the economy, and society. In the field of education, the United Nations' Education Policy 

Brief for the Period and Beyond of COVID-19, released on August 4, 2020, states that 

the spread of COVID-19 has affected nearly 1.6 billion students in more than 190 

countries and territories worldwide, with 94% of students worldwide affected by the 

closure of schools and educational institutions. In low- and lower-middle-income 

countries, the proportion is as high as 99 percent. Online education and online working 

were quite popular throughout the pandemic period, as were numerous apps, online 

streaming, telemarketing, and so on. As a result, the issue of personal data security arises. 

The popularity of online learning and data analysis has made learning analytics an 

essential component of educational technology [2]. In education, the use of students' 

personal information is increasing, and students' behavior can even be captured and 

evaluated. 

According to the 2021 College Students' Financial Anti-Fraud Research Report, 

46% of undergraduate students have been victims of fraud. College and university 

information security is inadequate. 

There is insufficient daily administration and maintenance, network security work 

is not prioritized, knowledge of information security protection is low, and weaknesses 

are not addressed or updated on time, among other reasons, because colleges and 

universities prioritize building but overlook management. All of these qualities put the 

institution's information system at risk of security breaches. The information security 

knowledge, abilities, and attitudes of Chinese undergraduates have not received much 

research. Large-scale empirical studies and updated research data were lacking in the 

earlier studies. 

This study used the “Star” questionnaire to investigate Chinese college students. The 

questionnaire consists of three parts. The first part focuses on college students' 

understanding of online personal information security. The second part examines their 

attitude towards network personal information security, and the third part examines their 

behavior in network personal information security. The purpose of this study is to 

understand the current situation of college students' attitudes, knowledge, and ability in 

personal information security and to make suggestions on the protection of college 

students' personal information.  

2. Materials and Methods 

2.1.  KAB Model 

The Knowledge Attitude Behavior (KAB) model is based on three interrelated parts of 

the social psychology model: cognition (knowledge), influence (attitude), and behavior,  

[3] [4].The knowledge-attitude-behaviour (KAB) model was first proposed by Kruger 

and Kearney to measure information security awareness. The main proposition of KAB 

is that users have sufficient information security knowledge and a more positive attitude 
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towards information security, which leads to more positive information security behavior. 

The theoretical framework underpinning KAB entails a comprehension of the 

interrelationships among its three constituents. Specifically, KAB posits that the 
progressive accumulation of knowledge in a relevant domain, such as online security, 

health, or education, will gradually influence an individual's attitude, subsequently 
instigating a change in their behavior. Knowledge refers to what is known (declarative), 

how it is known (procedural), when it is known, and why it is known (conditional) [5], 

whereas attitude and behavior are defined as belief and perception, respectively [6]. The 

KAB is a dynamic, interactive model that was originally used in the fields of health and 

environmental psychology, criminology, climate change, and education and is now 

applied in network security research. 

Specifically, Parsons et al. examined the information security loopholes caused by 

individuals based on (KAB) [7]. The Personal-perspective-based Information Security 

Questionnaire (HAIS-Q) was developed in 2014, and it outlined the development of its 

concept as well as the validity and reliability tests [8]. Knowledge of the policies and 

procedures was also studied, as was the relationship between attitudes towards policies 

and procedures and the use of work computers (KAB); further knowledge of policies and 

procedures in 2015 [9]; attitudes towards policies and procedures; and self-reported 

behavior, combined with organizational factors. Subsequent empirical studies further 

demonstrated the effectiveness of HAIS-Q as an effective tool for measuring information 

security factors [10].  

McCormac et al. examined the connection between individual information security 

awareness and individual differences in characteristics using the HAIS-Q (age, gender, 

personality, and risk-taking). The HAIS-test-retest Q's reliability and internal 

consistency were both investigated in 2017 [11]. Individual resiliency, workplace stress, 

and their ISA (KAB) were all studied in 2018 [12]. 

Sawaya et al. surveyed 3,500 online users from seven countries using the Security 

Behavior Intention Scale (SeBIS), testing the effectiveness of common security defenses 

with a special focus on cultural implications. People from Asian countries, particularly 

Japan, for example, exhibited less safe behavior [13]. 

Wahyudiwan et al. investigated the ISA level of MERTHE personnel in 2017 using 

the (KAB) model's three components and the seven key areas of information security. 

They concluded that knowledge has a positive impact on attitudes and behavior when it 

comes to information security [14]. 

Cain et al. conducted 10 cybersecurity-related questions to perform a knowledge and 

behavior questionnaire survey on corporate employees in 2018, evaluating the impact of 

age, gender, criminal background, professional expertise, and cybersecurity training [15]. 

Wiley et al. conducted a 2019 survey of employees in Australian organizations to 

examine the connection between cybersecurity awareness, organizational culture, and 

safety culture [16]. 

Abanoub Riad et al. investigated Estonian dental students' oral health-related (KAB) 

to promote oral health and disease prevention [17]. 

2.2.  Online Information Security 

The student-centered education model does a lot of student data research to understand 

and help students' efficiency, assist teachers and improve teaching procedures. While the 

number of research publications on cybersecurity is rising in general, empirical research 
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on security practices in higher education is critically insufficient [18]. For example, 

Chandarman and Van Niekerk employed the Theory of Planned Behavior Model (TPB) 

to measure the CSA level of students in South African private higher education 

institutions [19]. 

Lean-Ping and Chien-Fatt used the TPB model to investigate the individual 

information security self-awareness of students at 11 Malaysian universities. This is 

based on the 2003 National Institute of Standards and Technology Special Report (NIST 

SP 800-50) [20]. 

Kim surveyed undergraduates at a business school in the United States about their 

understanding and attitudes toward information security [21]. Berki et al. assessed 

prospective IT workers on their knowledge, concepts, and awareness of cybersecurity 

while utilizing cloud-based services by looking at current IT students' higher education 

degree programs and cybersecurity courses in five countries: China, Finland, Greece, 

Nepal, and the United Kingdom [22]. 

In the studies conducted by Parsons et al., 1112 undergraduates completed the 

HAIS-Q and participated in lab-based phishing trials [9] [10]. Higher HAIS-Q scores 

performed better in phishing studies, indicating that HAIS-Q can predict certain aspects 

of information security behavior. 

Vidakis uses the xAPI library to capture data in a serious game environment, which 

is compatible with the experience API (xAPI) and implemented in the Unity 3D game 

engine. Use learning analytics in serious games to simplify data generation and record 

educationally valuable events [2]. 

2.3. Disclosure of personal data 

The concepts of "personal data," "personal information," and "personal data" are used in 

the legislation of different countries and regions. The Personal Data Ordinance in Hong 

Kong, China, defines personal data. Personal data is governed by the 2010 "Law on 

Personal Data Protection" and the 1995 "Law on Computer Processing of Personal Data 

Protection." The term "personal data" is directly used in legislation in the United 

Kingdom and the European Union. The concept of "personal data" is used in China's 

Civil Code and Personal Information Protection Law. 

Personal information refers to any sort of information stored electronically or in 

other ways that, alone or in conjunction with other information, can identify the identity 

of a specific natural person or reflect the actions of a specific natural person. 

Name, date of birth, ID card number, personal biometric information, address, 

communication contact information, communication records and contents, account 

passwords, property information, credit information, whereabouts and traces, 

accommodation information, health and physiological information, transaction 

information, and other similar information. Information security technology and personal 

information security standards specify the method and type of personal information to 

be determined. Personal information should aid in the identification of a specific natural 

person in two ways: one, through identification, that is, from information to individual; 

and two, by the information itself, a special identification of a specific natural person. 

The second is the association, that is, from the individual to the information, such as the 

known specific natural person, generated by the specific natural person in his or her 

activities. Information that conforms to one of the above two circumstances shall be 

judged to be personal information. 
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According to the 2016 China Personal Information Security and Privacy Protection 

Report, more than 70% of individuals consider personal information leakage to be a 

serious problem. 

People who know personal information about them, such as their name or place of 

employment, have called up to 81% of those surveyed. 53 percent have experienced 

harassment as a result of exposing personal information when searching or browsing the 

web. 

Furthermore, 36% were harassed or defrauded by marketing after their personal 

information was compromised, such as when renting, purchasing a home, buying a car, 

taking an exam, or enrolling in college. According to the 2021 National Internet Users' 

Satisfaction Survey Report on Internet Security, "nearly 80% of Internet users received 

sales calls from various agents; more than 60% of Internet users received junk mail; and 

nearly 60% of Internet users received relevant promotional messages." 

In addition to harassment, public Internet users can estimate the risk of personal 

information leakage in other ways, such as: more than forty percent of netizens think of 

a great data kill because personal information has been leaked; nearly forty percent of 

netizens check the default agreement to the service agreement; this allows the application 

to collect user information, which can lead to personal information leakage; and so on. 

The "Research Report on OTT Terminal Data Security and Personal Information 

Protection," published by the China Citic Institute in 2022, highlighted the issues of data 

security and personal information leakage caused by terminal applications, as well as the 

serious phenomenon of SDK collection and processing data. According to the report's 

objective conclusion, personal information security has remained a difficult issue in 

China in recent years. 

During the COVID-19 pandemic in recent years, hundreds of millions of users 

collected mobile data on a large scale, especially call data logs and social media reports. 

In previous pandemic studies, researchers have used CDRs provided by mobile network 

operators to map people's movements. Back in 2014, the GSM Association issued 

guidelines on privacy when using mobile phone data in response to the Ebola outbreak. 

However, the long and widespread nature of the current outbreak has led to the use of 

big data, which has raised privacy and data protection issues. 

The Internet of Things is an emerging technology that generates big data. The 

Internet of Things has been used in a variety of industries, such as health care, home 

automation, smart cars, and industrial automation. While the characteristics of the 

Internet of Things provide us with convenience, they also pose risks [23]. 

The extensive collection and use of data is the main reason for personal information 

disclosure. For example, in the retail industry, marketing uses decision-making and 

business planning to assess customer needs. The customer database is processed, and a 

comparison of age prediction techniques for "Blessed Friday" shoppers based on 

machine learning is proposed to determine which age group is more interested in 

"Blessed Friday" [24]. 

With the advancement of online social networking, undergraduates are active on 

variety of social networking platforms. As offline communication becomes more 

difficult, social media platforms such as Twitter and Weibo have evolved into 

convergence points for online social mindsets. Highly personal, sensitive, and potentially 

stigmatizing data is disclosed on social networking sites such as Facebook and Weibo 

[25]. 

Weinberger et al. [26] investigated and simulated the differences in attitudes toward 

online privacy and anonymity among male and female Israeli students in order to better 
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understand their security awareness and behavior toward personal information leakage 

in an epidemic situation [26]. This study looked at undergraduates' personal privacy 

literacy from three perspectives: knowledge, attitude, and behavior (KAB). Based on 

Weinberger et al.’s [26] questionnaire, this study created a questionnaire on 

undergraduates' knowledge, attitudes, and actions regarding personal information 

security. 

3. Research Design 

3.1. Research Questions 

� Q1: Are undergraduates knowledgeable about the disclosure of personal data 

online? 

� Q2: What are the undergraduates’ attitudes toward the disclosure of personal 

data online? 

� Q3: What is the undergraduates’ behavior towards the disclosure of personal 

data online? 

In order to find the answers to these questions, we conducted a questionnaire survey of 

certain undergraduate students in China on their knowledge, attitude, and behavior 

regarding online personal information security 2 . We attempt to lay out a thorough 

framework of beliefs, values, and actions. Three components make up the questionnaire. 

The first component focuses on undergraduates' understanding of online personal 

information security; the second component examines their attitudes toward network 

personal information security; and the third component examines their conduct with 

regard to network personal information security.  

The rest of this article is as follows: 

� First, we'll go over our research methodology. 

� Second, we will present the findings and analysis. 

� Third, we present our findings and conclusions. 

� Finally, we summarize the study's limitations. 

3.2. Research Instruments 

First, scales from previous research were consulted during the questionnaire design 

process of this article, and the scale that was consistent with this study was selected. The 

researchers inquire with information technology experts about their opinions, update and 

modify the maturity scale to reflect the specific research situation of this paper, and create 

a preliminary questionnaire. Second, discuss any suggestions made to the initial 

questionnaire item set, linguistic expression, etc. In response to feedback, the 

questionnaire has been modified to make it easier for respondents to accurately define 

the meaning of the term, to reduce the number of items, and to adjust the measuring items 

in the words. This alters the final form of the questionnaire. The Likert scale was used to 

assess students, and the Likert 5 subscales ranged from strongly disagreeing (1) to 

strongly agreeing (5) as the possibility of answers for all items, with only one answer 

allowed for each item. The setting of the online questionnaire does not allow blank 

 
2  Appendix A(1).docx 
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answers. The advantage of this setting is that it does not lose data and is convenient for 

accurate data analysis. If respondents do not want to answer, they can directly give up. 

It only takes about ten minutes to complete the entire questionnaire, and most 

respondents are willing to complete it all. Third, this research conducts an empirical 

investigation based on a questionnaire of knowledge, attitude, and behavior related to 

online personal information security. The data were analyzed using SPSS 23.0. 

4. Results and Discussion 

In the 2021-2022 academic year, this study is based on a survey of undergraduates from 

five universities in China. A total of 288 questionnaires were collected in this survey, 

excluding those that took less than three minutes. A total of 156 valid responses were 

collected in China. There were 22 students in year one, 114 in year two, 17 in year three, 

and 3 in year four. 110 were in liberal arts, 10 in engineering, and 36 in natural science. 

There were 41 males and 114 females. The descriptive information of the participants is 

shown in Table 1. 

First, all undergraduates were screened to inform respondents about the background 

of the research project. And respondents have a background in higher education , often 

use the network, and have experienced online learning. Work participants contacted 

alumni in person, and two English educators invited undergraduates to fill out 

questionnaires by email and on-site. Senior students, because of the curriculum, busy 

internships and learning, it is difficult to find senior students. However, the grade and 

subject distribution of invited students in the sample is uneven. 

Table 1. Data description 

Data Description Value Label N 

Year Freshman Year 1 22 

Sophomore Year 2 114 

Junior Year 3 17 

Senior Year 4 3 

Major Liberal Arts 110 

Engineering 10 

Science 36 

Gender Male 41 

Female 114 

4.1. Scale validity 

Using Exploratory Factor Analysis (EFA) with Principle Component Analysis and 

Promax rotation provided by SPSS 23.0, Bartlett's Test of Sphericity was found to be 

significant (p<.001), meeting the assumption of correlations among question items [27]. 

Kaiser-Meyer-Olkin was at .81, suggesting the sample size is adequate and there are 

latent variables within the scale [28]. Hence, both criteria for EFA were met. 

With Eigenvalue set at 1, EFA indicates that there are 12 variables. The first variable 

explained 23.71% of total variance, and the second explained 9.85% (see Table 2 for 

variables and variance percentage). 

X. Li et al. / Undergraduates’ KAB Towards the Disclosure of Personal Data Online in China52



Variables Eigenvalues % of Variance Cumulative % 
Rotation Sums of 

Squared 
Loadings 

1 12.09 23.7 23.7 7.53 

2 5.02 9.85 33.55 6.99 

3 3.89 7.63 41.18 5.99 

4 2.76 5.42 46.60 5.61 

5 2.44 4.78 51.39 4.69 

6 1.66 3.25 54.64 5.38 

7 1.56 3.05 57.69 2.58 

8 1.51 2.97 60.65 3.52 

9 1.44 2.81 63.47 5.30 

10 1.22 2.40 65.87 3.12 

11 1.11 2.18 68.05 2.55 

12 1.03 2.02 70.07 4.17 

As suggested in the literature, items that did not obtain a loading of 0.3 were 

suppressed [29] (p. 692). Then, items that did not have any components above 0.3 

loading were removed. Questions that that were found to be valid included knowledge: 

k1, k3, k4, k5, k7, k10, k12, k14, k18, k21, k22, k27; attitude: a1, a2, a3, a4, a5, a7, a18, 

a10, a11, a12, a14, a15, a16, a22, a23, a24, a25, a26, a27; and behaviour: b1, b2, b3, b4, 

b5, b7, b8, b9, b10, b11, b12, b13, b14, b18, b19, b21, b22, b23, b24, and b27 (see table 

3 for the factor loading of individual items). As can be seen, there are no satisfying items 

in component 12, which is normal considering its eigenvalue is only marginally above 1 

[30]. 

Table 3. The factor loading of individual items 

Loading 1 2 3 4 5 6 7 8 9 10 11 12 

k1 0.698            

k3 0.723            

k4 0.478          0.702  

k5           0.722  

k7 0.702            

k10 0.854            

k12 0.736      0.301      

k14 0.557            

k18 0.694            

k21 0.775            

k22 0.508           0.368 

k27 0.420            

a1         0.392    

Table 2. The percentage variance explained by the variables 
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a2         0.638    

a3         0.649 0.351   

a4         0.797    

a5         0.397    

a7        0.821     

a18        0.708   0.321  

a10   0.816          

a11   0.421  0.372       0.294 

a12   0.597          

a14   0.837          

a15   0.886          

a16   0.846          

a22  0.672          0.331 

a23  0.534    0.564       

a24  0.890           

a25  0.897           

a26  0.951           

a27  0.825           

b1          0.465   

b2          0.826   

b3    0.899         

b4    0.661         

b5    0.767         

b7    0.614         

b8       0.675      

b9       0.752      

b10     0.708        

b11     0.946        

b12     0.602        

b13     0.500  0.321      

b14     0.431  0.305      

b18     0.787        

b19     0.385        

b21      0.809       

b22      0.837       
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b23      0.698       

b24    0.353  0.558       

b27      0.303       

 

4.2. Validity of the data 

Reliability describes the consistency of the measured items within a scale. Cronbach's 

alpha was employed, and the knowledge dimension was found to be at .905 (see Table 4 

for the alpha values and descriptive statistics of the knowledge dimension). 

 

Table 4. Reliability Test Scale: Knowledge 

Cronbach's Alpha 
Cronbach's Alpha coefficients based 

on standardized entries Number of items 
.905 .905 12 

Item Statistics 
 Mean Std. Deviation N 

k1 3.23 1.15 156 
k3 3.13 1.11 156 

k4 2.32 1.03 156 

k5 2.16 1.07 156 
k7 2.94 1.08 156 

k10 2.72 1.14 156 

k12 2.79 1.16 156 
k14 2.38 1.06 156 

k18 2.85 1.09 156 

k21 2.74 1.19 156 
k22 2.14 1.03 156 

k27 1.74 0.90 156 

We then analyzed the internal reliability of attitudes toward online personal 

information leakage. Cronbach's alpha was found to be at .896 (see Table 5 for the Alpha 

values and descriptive statistics of the attitude dimension). 

Table 5. Reliability Test Scale: Attitude 

Cronbach's Alpha 
Cronbach's Alpha coefficients based on 

standardized entries 
Number of 
items 

.896 .896 19 

Item Statistics 
 Mean Std. Deviation N 

a1 3.13 1.11 156 
a2 2.90 1.24 156 

a3 2.78 1.12 156 

a4 2.86 1.10 156 
a5 2.60 1.03 156 

a7 2.18 1.02 156 

a10 3.54 1.10 156 
a11 3.12 1.05 156 

a12 3.33 1.09 156 

a14 3.53 1.14 156 
a15 3.45 1.09 156 

a16 3.37 1.05 156 

a18 2.76 1.13 156 
a22 2.79 1.12 156 

a23 3.10 1.20 156 
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a24 2.56 1.07 156 

a25 2.63 1.11 156 

a26 2.58 1.08 156 
a27 2.42 1.11 156 

Finally, Cronbach's alpha of behaviour was at .857 (see Table 6). 

 

 

Table 6. Reliability Test Scale: Behavior 

Cronbach's Alpha 
Cronbach's Alpha coefficients based on 

standardized entries 
Number of 
items 

.857 .857 20 

Item Statistics 
 Mean Std. Deviation N 

b1 2.94 1.11 156 

b2 2.58 1.23 156 
b3 2.03 .89 156 

b4 2.34 .98 156 

b5 2.08 .96 156 
b7 1.67 .92 156 

b8 3.11 1.21 156 

b9 3.24 1.22 156 
b10 3.64 1.13 156 

b11 3.12 1.17 156 

b12 3.32 1.10 156 
b13 3.53 1.28 156 

b14 3.68 1.27 156 

b18 2.39 1.13 156 
b19 3.29 1.10 156 

b21 3.13 1.16 156 

b22 2.70 1.12 156 
b23 2.90 1.21 156 

b24 2.26 1.08 156 

b27 1.94 .97 156 

Hence, it can be concluded that both the validity and reliability of the proposed scale 

was satisfactory. 

4.3. Assumption testing for regression analysis 

The variables' normality was examined. Because there were more than 50 participants, 

predetermined tests like Kolmogorov-Smirnov and Shapiro-Wilk were inappropriate. A 

manual evaluation was used to determine the skewness and kurtosis values. The term 

"normal distribution" was used to describe samples with skewness between -2 and +2 

and kurtosis between -7 and 7. Average knowledge (skewness = -.240, kurtosis = 1.31), 

attitude (skewness = -.40, kurtosis =-.66), and behavior (skewness = -.17, kurtosis =.36) 

were all within the acceptable threshold range and were normally distributed. 

Table 7. Skewness and Kurtosis 

 Statistic Std. Error 
knowledge_mean The average 2.60 0.06 

Partial degrees 0.24 0.19 

kurtosis 0.42 0.39 

attitude_mean The average 2.93 0.05 

Partial degrees 0.39 0.19 

kurtosis 0.66 0.39 

behavior_mean The average 2.79 0.05 
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Partial degrees 0.17 0.19 

kurtosis 1.31 0.39 

 

Figures 1-Figure 3 show that the data are roughly normally distributed. 

 
 

Figure 1. Plot of knowledge mean 

 

 

Figure 2. Plot of attitude mean 

 

 

Figure 3. Plot of behavior mean 
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Figures 1-3 show that the data develops roughly along the normal distribution line 

in the quantile plot, with some deviations in the tail.

Based on these figures, we can safely assume that this set of data is normally 

distributed.

Because equal variance is not achieved, Pillai's Trace can only be used for analysis, 

where the significance test shows that the significance value of gender is 017 [31]. 

Figure 4. Average values and differences in knowledge, attitude, and behavior of different years.

Figure 4 depicts the average values and differences in knowledge, attitude, and 

behavior of different grades regarding the disclosure of personal information online. The 

mean values of the freshman's knowledge, attitude, and behavior are 2.330, 2.768, and 

2.776, respectively. Sophomores’ mean values for knowledge, attitude, and behavior 

were 2.875, 3.090, and 2.901, respectively. Juniors' mean knowledge, attitude, and 

behavior scores were 2.974, 3.075, and 2.898, respectively. Seniors’ mean values for 

knowledge, attitude, and behavior were 2.542, 2.974, and 2.925, respectively. In terms 

of knowledge, the difference between freshmen and juniors was the largest. In terms of 

attitude, the difference was greatest between freshmen and sophomores. In terms of 

behavioral averages, the freshman and senior years differed the most. Less understanding 

to understanding, less agreement to mostly agreement, and less agreement to mostly 

agreement are the mean values for knowledge, attitude, and behavior, respectively.

Further investigation reveals that senior students are more concerned about online 

personal information disclosure than junior students (freshmen). Senior students have a 

relatively low level of knowledge on this subject, which should be noted. Seniors clearly 

have more experience with and understanding of online social networking and shopping 

than juniors.

Furthermore, seniors are about to enter society and will be more concerned with 

social issues as well as personal rights and interests. More than half of all undergraduates 

who have been victimized are freshmen, according to law enforcement statistics.

Freshmen appear to be less concerned about online personal information disclosure.

Figure 5 depicts the average values and professional differences in the three aspects 

of knowledge, attitude, and behavior for various majors. In general, the mean values of 

knowledge, attitude, and behavior in the liberal arts are 2.599, 2.926, and 2.806, 

respectively. The mean values of knowledge, attitude, and behavior in engineering are 

2.442, 2.800, and 2.895, respectively. The mean values of knowledge, attitude, and 

0.000
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1.000
1.500
2.000
2.500
3.000
3.500

year1 year2 year3 year4

knowledge_mean attitude_mean behaviour_mean
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behavior in science were 3.000, 3.204, and 2.904, respectively. In terms of knowledge, 

the difference between engineering and science was the largest. In terms of attitude, the 

difference was greatest between engineering and science. In terms of behavior, the 

difference was greatest between science and engineering. Less understanding of 

understanding, less agreement to mostly agreement, and less agreement to mostly 

agreement are the mean values of knowledge, attitude, and behavior, respectively.

Figure 5. Average values and professional differences of the three aspects of knowledge, attitude, and 

behavior of different majors

Further investigation revealed that the values of knowledge, attitude, and behavior 

of undergraduates from all majors regarding personal information disclosure were 

greater than 2.4. Students majoring in science are more concerned about online personal 

information disclosure than students majoring in other fields. Engineering students are 

less concerned about the problem. The gap between genders, the average knowledge, the 

average attitude, and the average behavior of different genders are shown in Figure 6.

Figure 6. Average values and gender differences of knowledge, attitude, and behavior of different genders

Figure 6 depicts the average values and gender differences in knowledge, attitudes, 

and behaviors. In general, the mean values of boys' knowledge, attitude, and behavior 

were 2.922, 2.958, and 2.968, respectively. Girls' mean knowledge, attitude, and 

behavior scores were 2.298, 2.858, and 2.719, respectively. Less understanding of 

understanding, less agreement to basic agreement, and less agreement to basic agreement 

0.000

1.000

2.000

3.000

4.000

liberal_arts engineering natural_science
knowledge_mean attitude_mean behaviour_mean

0.000
0.500
1.000
1.500
2.000
2.500
3.000
3.500

male femaleknowledge_mean attitude_mean behaviour_mean

X. Li et al. / Undergraduates’ KAB Towards the Disclosure of Personal Data Online in China 59



were associated with lower mean values of knowledge, attitude, and behavior, 

respectively. 

 Then, a multiple regression analysis was run, which suggests that there are 

significant differences among the tested variables of grade level, discipline, and gender. 

However, multivariate analysis reveals that only gender had significant differences 

(<.001). 

On the one hand, for the knowledge, attitude, and behavior of the surveyed personal 

information network, the average value for a male is higher than that of a female. The 

difference in knowledge about the disclosure of personal information online was the 

largest. The conclusion is that undergraduates do not place a high value on the disclosure 

of personal information online, and male students place a higher value on the security of 

personal information online than female students. 

5. Conclusions 

This paper examines the knowledge, attitude, and behavior of Chinese undergraduates' 

online information disclosure from three aspects. Using quantitative analysis, this paper 

conducts a comprehensive investigation into the disclosure of Chinese undergraduates' 

online personal information through the questionnaire research method and uses SPSS 

23.0 to conduct correlation analysis and regression analysis on the collected sample data. 

The results of the questionnaire survey revealed that undergraduates' knowledge, 

attitude, and behavior regarding the disclosure of personal information online during the 

epidemic were not optimistic, with the majority scoring far below the satisfactory score 

of 4. Schools need to increase courses on personal information protection. Although there 

is a certain awareness of information security, the overall level of attention is low. 

Essentially, it was in the stage of "less understanding to understanding, less agreement 

to basic agreement, and less agreement to basic agreement." Furthermore, gender, grade, 

and other major factors influence undergraduates' attention to this issue. We investigated 

the differences in undergraduates' knowledge, attitudes, and behaviors regarding the 

disclosure of personal information online by grade, major, and gender. 

According to the findings, senior students were more concerned about the disclosure 

of personal information online than junior students (freshmen). Students majoring in 

science are more concerned than students majoring in other fields about the disclosure 

of online personal information. Engineering students are less concerned about the issue. 

Although there are only 10 engineering students in this survey, this conclusion verifies a 

social survey in 2017. According to a survey conducted by the organizing committee of 

the 2017 China Media Leaders Conference and the Social Survey Center of Shanghai 

Jiao Tong University, QQ is the most popular social media platform used by 

undergraduates, followed by WeChat and Weibo. Engineering students are the most 

likely to use QQ media. Because engineering students rely too heavily on social 

networking platforms and have too much faith in information technology, they fail to 

consider the issue of online personal information disclosure. There is a significant gender 

difference in the disclosure of personal information on the Internet, with male students 

paying more attention to the safety of personal information online than female students. 

Students know about general security threats and protection procedures. However, they 

did not take sufficient measures to protect their devices or information and did not follow 

good information security practices. 
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This finding is consistent with previous research. According to Weinberger et al. [26] 

women's relatively high level of online privacy self-efficacy (which may be based on 

their lower level of technological threat awareness) is not matched by their relatively low 

level of technological online privacy literacy. As a result, they are less capable than men 

of safeguarding their identity and personal information. On the other hand, men are more 

aware of technological threats than they are of their online privacy self-efficacy, which, 

when combined with their relatively high online privacy literacy, enables them to better 

protect their identity and personal data. 

There are few provisions in Chinese law that specifically protect students' personal 

information, which is one reason for the frequent incidents of students' personal 

information leakage. Schools also have shortcomings in protecting students' personal 

information, which include: a lack of awareness of personal information protection, a 

lack of corresponding protection mechanisms, a low level of network security technology, 

and insufficient education for students. In light of this issue, the author believes that 

education and publicity should be prioritized. Schools should offer relevant courses, 

lectures, forums, and other events to publicize and explain personal information 

protection issues. Students can spontaneously form relevant associations, create relevant 

public homepages on Weibo, WeChat, and other social networking sites, and use the 

network platform to make undergraduates more conveniently and frequently access 

knowledge about personal information protection, thereby improving their cognition and 

understanding of the issue. Undergraduates should also focus on increasing their 

awareness of personal information protection and protecting their rights and interests in 

personal information. They should, for example, refuse to provide personal information 

to an information collection organization they do not trust. Avoid using your own real 

data in general business processing. If you must use real information, you should 

carefully read the terms of personal information protection and write down the terms of 

service. Providers should be held accountable for their own violations of the provisions 

and the method of obtaining compensation. When you discover that your personal 

information has been compromised, you should immediately contact the appropriate 

institutions to stop the infringement and negotiate a resolution. Simultaneously, through 

administrative supervision procedures, you should request that the special regulatory 

agencies implement the necessary administrative supervision of the infringement 

agencies and infringements. When administrative actions are ineffective, they should 

seek legal recourse. 

Among them, Article 66 of the People's Republic of China's Personal Information 

Protection Law specifies administrative liability rules for improper handling of personal 

information. In conjunction with other provisions, the entire process of handling personal 

information, such as collection, storage, processing, sharing, transfer, disclosure, and 

destruction, shall be included in the scope of the regulation. The authority to punish 

departments responsible for personal data protection in various circumstances has been 

clarified. Illegal acts are classified into two types: general acts and serious acts. For 

serious illegal enterprises, the maximum fine limit is less than 50 million renminbi, or 

less than 5% of the previous year's turnover. While regulating illegal enterprises, relevant 

responsible personnel are also punished, and senior management of enterprises may be 

barred from working for an extended period of time. In order to regulate and govern the 

security of personal information collected from apps and protect consumers' legitimate 

rights and interests, the China Consumers Association proposed the following in 2018: 

First, expedite the Personal Information Protection Law legislative process. Second, 

research the scope and means of putting the real-name system in place. Third, we will 
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increase the level of supervision and inspection. Fourth, we will step up the crackdown 

even more. Fifth, increase consumer awareness. 

6. Limitations and future directions 

This paper investigates undergraduates' personal information security literacy in three 

dimensions: knowledge, attitude, and behavior (KAB). Based on Weinberger et al.’s [26] 

questionnaire, the study constructed a modified questionnaire regarding undergraduates' 

knowledge, attitudes, and behaviors toward personal information security. Some 

limitations need to be addressed in future research: first, a limited number of participants; 

this study only involved three universities in the East and West regions of China 

regarding 156 undergraduates’ online information disclosure. In future research, more 

participants from different regions and levels of universities in China could take part in 

the investigation, which could expand the display and generalization of data. Second, 

research on other factors that influence undergraduates' knowledge, attitudes, and 

behavior toward personal information security could be investigated to further research 

on personal data and Information Security in higher education. Finally, although the 

survey object of this study is college students, future research can be extended to junior 

high school students, graduate students, teachers, and so on.  
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Abstract. Live streaming has brought new opportunities for e-commerce 
development. As the most distinctive feature of live e-commerce is the virtual 

presence. How it creates a more immersive and engaging online shopping 

experience for consumers is a concern for academics and businesses alike. This 
paper reviews the relevant literature and analyzes the impact of the evolution from 

social presence to virtual presence on consumer behavior since the development of 

e-commerce, summarizing the interactions and main differences between social 
presence and virtual presence. The research results help e-commerce brands to better 

understand the differences and maximize their potential in different e-commerce 

models, so as to gain a deeper understanding of consumer needs and improve 
positive behaviors such as consumer purchase decisions and loyalty. 

Keywords. E-commerce, consumer behavior, electronic brand marketing, virtual 

presence, social presence. 

1. Introduction 

The COVID-19 pandemic has affected the world and has influenced the widespread use 

of social media and digital marketing. Increasingly, more consumers are shifting from 

traditional online shopping to using social media platforms to discover and purchase 

products[1] (such as Instagram Shopping, Facebook Live Shopping, Amazon Live, 

TikTok, etc.). These live-streaming e-commerce consumers are driving e-commerce to 

evolve from simple online shopping to a more immersive and interactive experience[2]. 

Previously, scholars have mostly studied live-streaming consumer behavior from the 

perspectives of anchor traits, social influence, entertainment, cultural factors and 

Technology Acceptance Model (TAM). The most significant feature of live e-commerce 

(virtual presence) is overlooked, and it can bring to live e-commerce characteristics such 

as strong interactivity and real-time, thus distinguishing it from traditional e-commerce, 

which is valued by e-commerce brands and consumers [3]   

Through the study, it is found that enhancing the social presence and virtual presence 

of consumers in live shopping can increase the inherent social needs of emotional 

belonging, communication, exchange and identification between anchors and consumers, 

and between consumers and consumers, thus deepening consumers' awareness of brands, 
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anchors and products, and increasing the "stickiness" and loyalty between them and 

brands. 

2. The development process of E-commerce 

In recent years, e-commerce has made significant developments worldwide, with more 

and more consumers turning to online shopping as a convenient way to purchase goods 

and services[4]. The rapid development of the internet and widespread use of 

smartphones, along with the rise of social media and digital marketing, have promoted 

the rapid evolution from traditional e-commerce to live-streaming e-commerce[5]. Live 

streaming e-commerce facilitates real-time interaction between online retailers and 

consumers, creating more attractive and personalized shopping experiences. The 

evolution of development from traditional e-commerce to live-streaming e-commerce 

can be traced back to several periods: 

� Text-based e-commerce (1990s): The earliest online shopping sites such as 

Amazon and eBay were mainly text-based, providing product descriptions and 

prices for customers to browse and purchase[6]. 

� Visual-based e-commerce (early 2000s): The introduction of visual content 

such as images and videos made e-commerce more attractive and user-friendly, 

enabling consumers to better visualize products and make more informed 

purchasing decisions [7]. 

� Mobile e-commerce (post-2000s): The rise of mobile devices and mobile 

internet usage created new channels for e-commerce, allowing consumers to 

shop anytime, anywhere [8]. 

� Real-time streaming e-commerce (since 2016): With the rise of platforms like 

Taobao Live and Douyin (the Chinese version of TikTok), live-streaming e-

commerce began to gain popularity in China around 2016, and spread to other 

parts of the world. Integrating real-time video streams into e-commerce, 

providing real-time interaction and engagement between hosts and consumers, 

has become an important trend in the e-commerce industry[9]. 

In summary, live-streaming e-commerce builds upon the advantages of previous 

periods of e-commerce and adds new levels of interactivity and personalization to the 

shopping experience. It allows brands and retailers to create engaging entertainment 

activities while providing consumers with a more authentic and trustworthy shopping 

experience. Therefore, live-streaming commerce may continue to grow and expand in 

the coming years. 

3. The process of the development of social presence and virtual presence 

Social presence and virtual presence are two related concepts. Social presence refers to 

the degree to which individuals feel a sense of connection and interpersonal relationships 

with others in communication environments, with a focus on the social aspects of online 

interaction. In contrast, virtual presence refers to the degree to which individuals feel a 

sense of physical presence in virtual environments, with an emphasis on the sensory and 

perceptual aspects of the virtual environment. 
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� Early virtual reality systems, such as flight simulators and early gaming systems, 

provided limited social presence and virtual presence. The concept of social 

presence was first introduced by John Short (1976)[10], defined as "the degree 

of salience of the other person in the interaction and the consequent salience of 

the interpersonal relationship." This concept was initially developed in 

computer-mediated communication environments and has since been applied to 

other forms of communication technology and settings, including social media, 

online games, and virtual reality. 

� In the early days of the internet in the 1990s, social presence in e-commerce 

was often limited to text-based chat systems that provided only basic levels of 

interaction but lacked the richness and nuances of face-to-face communication. 

The development of social commerce marked the period when social presence 

became most prominent in e-commerce. The integration of social media and e-

commerce created a more social and interactive shopping experience, enabling 

consumers to share and recommend products on social networks[11]. 

� As researchers began to explore the potential of virtual reality and other 

immersive technologies, virtual reality technology first emerged as a way to 

simulate real-world experiences in the late 1990s and early 2000s. Biocca 

(1992) [12]was one of the pioneers in developing the concept of virtual presence. 

He defined virtual presence as the feeling of being present in a virtual 

environment and interacting with it in a natural and intuitive way. 

� In recent years, technological advancements, including high-speed internet, 

mobile devices, and widespread use of social media, have led to the emergence 

of new forms of virtual presence in e-commerce, such as virtual showrooms, 

360-degree product views, augmented reality experiences, and live streaming 

e-commerce. Live streaming e-commerce, in particular, has become 

increasingly popular in many parts of the world, especially in Asia. This 

approach combines virtual presence with social presence, allowing consumers 

to interact with hosts and other shoppers in real-time, ask questions, and receive 

personalized recommendations[13]. Live streaming e-commerce is believed to 

drive sales growth for many businesses, especially in the fashion, beauty, and 

food industries. 

In general, the development of virtual presence in e-commerce has changed the way 

consumers shop online and interact with businesses, providing a more immersive and 

engaging experience and helping to drive the growth of many companies. With 

technology constantly advancing, we are likely to see even more innovative uses of 

virtual presence in e-commerce in the coming years. 

4. The relationship between social presence and virtual presence in e-commerce. 

Although many researchers believe that virtual presence includes social presence, this 

article aims to provide a clearer analysis and summary of the relationship (Table 1) and 

main differences (Table 2) between these two concepts. 

4.1. The correlation between social presence and virtual presence 

 
Social presence and virtual presence are interconnected concepts that can mutually 

interact and affect one another in multiple ways. The correlation between these concepts 
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is contingent on the specific context and objective of the communication or interaction 

and may entail complementarity, interdependence, trade-offs, or moderation. 

Table 1. The correlation between social presence and virtual presence 

 Social presence Virtual presence  
Complementarity Social presence and virtual presence can complement each other to create a more 

appealing and personalized shopping experience. For instance, social presence 
can enhance the sense of community and social interaction in virtual shopping 

environments, while virtual presence can increase the sense of immersion and 

presence in social environments. 
Interdependence Social presence and virtual presence can depend on each other to enhance the 

effectiveness of e-commerce. For example, social presence can facilitate the 
adoption and usage of virtual technologies, while virtual presence can improve 

social interaction and communication efficiency in online shopping 

environments[14]. 
Trade-offs Social presence and virtual presence can also compete with each other in e-

commerce to gain attention and resources [15]. For instance, overemphasizing 

virtual presence may undermine social interaction and trust-building with other 
customers or sales representatives, while overemphasizing social presence may 

distract attention from the immersive and interactive aspects of virtual shopping. 

Moderation Social presence and virtual presence can also moderate each other's effects on 
consumer behavior in e-commerce. For example, social presence can alleviate 

the negative effects of virtual anonymity and reduce social anxiety in online 

shopping, while virtual presence can increase the perceived authenticity and 
credibility of social information and influence[16]. 

In summary, virtual presence refers to the sensory and perceptual aspects of the virtual 

environment, while social presence refers to the social and communicative aspects. Both 

virtual presence and social presence are crucial for understanding the impact of the 

virtual environment on individuals and communities and can interact with each other in 

complex and dynamic ways. Effective utilization of social and virtual presence in e-

commerce can enhance customer engagement, increase sales revenue, and improve 

customer satisfaction and loyalty. 

4.2. The difference between social presence and virtual presence 

While there are some similarities between social presence and virtual presence, they 

differ in terms of their definition, focus, technology, and impact. 

Table 2. The difference between social presence and virtual presence 

 Social presence Virtual presence  
Definition Social presence refers to the degree to 

which people feel that they are interacting 

with real individuals or a group of people 

during the communication process, even if 
the communication is mediated through 

technology[17]. 

Virtual presence refers to the degree to 
which an individual feels immersed and 

present in a virtual environment, giving 

the sensation of being physically present 
in the virtual environment[18]. 

Focus Social presence in e-commerce focuses on 
the social connections and sense of 

interaction in the shopping experience[19], 

emphasizing the social and communicative 
aspects of the virtual environment. 

Virtual presence in e-commerce 
emphasizes the sensory and perceptual 

aspects of the shopping experience[20], 

such as realism, interactivity, and 
engagement. 

Technology Social presence in e-commerce can be 

facilitated through various communication 
technologies[21], such as chatbots, social 

media platforms, or online forums. 

Virtual presence in e-commerce 

requires more advanced immersive 
technologies[22], such as virtual reality, 

augmented reality, or 3D environments. 
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Impact Social presence can influence people's 

attitudes and behaviors by increasing social 

connections, reducing social anxiety and 
improving communication efficiency[23] . 

The social presence in e-commerce can 

enhance the social impact, credibility and 
engagement of the shopping experience. 

Virtual presence can have various 

impacts on human experiences in terms 

of cognition, emotion, and behavior[24]. 
In e-commerce, virtual presence can 

improve product understanding, 

increase sense of presence, and facilitate 
decision-making processes. 

In summary, social presence and virtual presence in e-commerce are distinct 

concepts that serve different purposes in enhancing the shopping experience. Social 

presence focuses on the social aspect of shopping, while virtual presence emphasizes the 

immersive aspect. Understanding these differences can help retailers develop more 

effective e-commerce strategies, enhance the shopping experience, and influence 

consumer behavior in different ways. 

5. The impact of social presence and virtual presence on consumer behavior 

Level of engagement: Virtual presence and social presence affect the level of 

consumer engagement with an e-commerce platform[25]. A positive perception of 

virtual presence and a strong social presence can increase consumers' willingness to 

spend time exploring the platform, and they are more likely to engage with the platform, 

participate in discussions, provide feedback or interact, which increases the likelihood of 

discovering new products and making additional purchases. 

Interactivity: When consumers feel they are in a high-quality virtual environment 

that is easy to interact with in real time and provides a seamless shopping experience, 

they are more likely to feel connected to the brand and other consumers, and generate 

positive comments about the brand[26]. This can lead to increased engagement and 

positive e-word-of-mouth. 

Purchase decisions: Perceptions of virtual and social presence can influence 

consumers' purchase decisions in a variety of ways[27]. For example, a positive 

perception of virtual presence can enhance consumers' perceptions of product quality and 

value, increasing their willingness to pay for the product. Similarly, a strong social 

presence can enhance consumers' perceptions of the trustworthiness and reliability of a 

platform, thereby increasing the likelihood that they will make a purchase. 

Loyalty: Allowing consumers to freely comment, interact and build social identities 

in real time through immersive experiences, personalized interactions and seamless user 

interfaces, as well as creating a sense of community around the brand and facilitating 

customer interactions, all increase consumer trust and loyalty[28]. Loyalty rewards, such 

as discounts, exclusive content or sneak peeks at new products, are then offered through 

live streaming to encourage repeat purchases and referrals from consumers to friends. 

6. Conclusion 

The investigation of social and virtual presence has undergone an evolutionary process, 

as observed through literature reviews. This journey has advanced from early studies that 

focused on basic virtual environments to the emergence of virtual reality, in tandem with 

technological progress and the emergence of novel research inquiries. Although some 

scholars have made progress in studying user attitudes and behaviors using the concept 

of virtual presence, research on virtual presence in the emerging and challenging field of 
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live-streaming e-commerce is still in its infancy and urgently needs to be further 

investigated. Not only does this expand the theoretical research possibilities of virtual 

presence, but it also furnishes crisis-prone live-streaming e-commerce brands with 

valuable insights and strategic guidance. 

Research shows that social presence and virtual presence are related concepts in e-

commerce, with both similarities and differences. Social presence is important for 

building a sense of connection and rapport between users, helping to create a sense of 

community and social interaction, fostering a sense of connection and shared experience. 

It then builds customer trust and loyalty through user-generated content, social media 

engagement. And virtual presence is important for creating immersion and engagement 

with the virtual environment, such as through the use of technologies such as augmented 

reality, virtual reality and real-time streaming, which can increase product satisfaction 

and purchase intent. In summary, both concepts can be used to enhance the shopping 

experience and can provide a more immersive and interactive shopping experience for 

customers, enhancing consumer behavior such as consumer engagement, interactivity, 

purchase intent, and loyalty[29]. 

In summary, the study of social presence and virtual presence in e-commerce can 

yield valuable insights into consumer preferences, needs and pain points, information 

that can be used to improve products and services, address many questions or concerns, 

and ultimately provide consumers with a better shopping experience. By gaining a deeper 

understanding of live e-commerce consumer behavior, e-commerce brands can improve 

the customer experience and build stronger, more loyal relationships with their 

customers[30]. 
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Abstract. The accreditation and evaluation of undergraduate majors is one of the 
most important elements in the monitoring of China’s higher education quality. with 
the combination of quantitative and qualitative research methods, this paper 
illustrates the stages of development, problems of undergraduate majors operation 
in China, and proposes an evaluation framework for undergraduate majors from the 
fourth paradigm perspective. The development of undergraduate major evaluation 
in China are divided into four stages: the budding period (1985-1998), the rising 
period (1998-2009), and the booming period (2010-2022). The forms of evaluation 
are divided into major accreditation, major ranking and major assessment. Major 
evaluation mode includes independent evaluation mode, comprehensive evaluation 
mode and appraisal mode. Continuous collection of sample data, customized 
indicators, multiple fusion calculation analysis, visual feedback are the typical 
features of big- data-based intelligent education evaluation. 

Keywords. Undergraduate Major Evaluation, History and Current Situation, Big 
Data 

1. Introduction 

The accreditation and evaluation of undergraduate majors is one of the most important 

elements in quality control of higher education in China. Why is it necessary to carry out 

undergraduate major assessment? Undergraduate major is the basic element in 

universities and the basic unit for universities to realize their functions. The pursuit of 

high-quality major education is a strong motivation in the development of major 

evaluation. With the deepening of reform in education sector and the loosening on major 

setting as well as approval restrictions, universities thus are more active in setting majors 

independently. Therefore, it is critical to ensure high level of major setting and 
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management as well as high quality of education with professional standards and 

evaluation system. Majors of higher education link universities and society. However, 

the incompatibility between the supply of majors and the demand of economic and social 

development still prevails, and the contradiction between structural unemployment of 

graduates and enterprises’ failure to find suitable talents is still to be solved. Therefore, 

it is necessary to form a mechanism for universities to develop mature schemes of self-

building, self-development and self-improvement in major management through goal-

oriented assessment. The quality of talents cultivation and their adaptation to social 

demands also need to be further improved. This paper systematically analyzes the 

theoretical and practical development and problems of undergraduate major evaluation 

in China, and proposes the theoretical prospects and practical strategies for the 

development of major evaluation in the future. 

2. Study on the development stages of major evaluation in China 

Adopting both quantitative and qualitative research methods, this paper takes references 

from the database of China Knowledge Network Literature (CNKI) and visual analysis 

on China’s major evaluation research literature by the knowledge mapping analysis 

software Cite Space3  and the CNKI’s measurement and visualization function. Through 

a general study of the mapping of major evaluation research fields, the research results 

of major evaluation in China are unfolded in a holistic and multi-faceted manner in this 

paper, representing the theoretical development of major evaluation as a whole. 

Johannes Kepler discovered the laws of planetary motion based on Tycho Brahe's 

systematic observations on celestial motions. Likewise, Li Jie also put up that the focus 

and paradigm of scientific research changes over time, sometimes slowly and sometimes 

dramatically. And the history of scientific development can be tracked from published 

literature [1]. Being inspired by these examples, the author applies to the date from 

literature, the number of published articles, keywords, co-citations, emergent terms, 

authors and institutions to outlining the panorama of major evaluation in depth and 

details. 

 
Figure 1. The trend of published journals about major evaluation and major assessment from 1985-2022 

 

As what can be seen from Figure 1, research on major evaluation in China began in 

1985. For more than 20 years after the first journal article on major evaluation was 

published, the number of relevant published journal articles has been remained at the 

level of about 1-5 per year, drawing few attentions from scholars who focus on the 

theoretical research of higher education. Overall, the development of research related to 

major evaluation can be divided into three periods: budding, rising and booming. 

 
3 Cite Space (Citation Space) is a software for visualizing and analyzing trends and patterns in scientific 

literature. It is designed as a tool for dig out the clustering and distribution of knowledge in cited literature 
through analysis on citation from internet. 
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2.1.  The first period: budding (1985-1998) 

The issuing of The Decision of the Central Committee of the Communist Party of China 

on the Reform in Education System in May of 1985 marked China's education system 

reform beginning. With stronger attention to the quality of undergraduate education 

teaching and talent cultivation from central government, China launched education 

evaluation projects from nation, province and university level, when the exploration on 

major evaluation theory sprouted. However, the number of articles published at that time 

was still at a low level of 1-2 articles each year. At this period, related research topics 

mainly focus on the preliminary exploration of evaluation theory and practice, most of 

which are empirical articles.[2-4] 

2.2. The second period: rising (1998-2009) 

According to The Law on Higher Education promulgated at the fourth meeting of the 

Standing Committee of the 13th National People's Congress in August of 1998, the level 

and quality of education in universities and colleges have to be supervised and evaluated 

by educational administrative departments, offering legal support for educational 

evaluation’s importance and normativity. What came after is the increasing of the 

theoretical research on major evaluation. During the same time, the number of published 

journals increased as a whole, though with occasional dropping in some years. 2008 saw 

the highest point of 18 journals published while a downturn occurred in 2009. At this 

period, the research and practice of major evaluation began to learn international 

experience[5-6], attach importance to evaluation methods[7-8] and the guidance of 

relevant theories.[9] 

2.3. The third period: booming (2010-2022) 

Generally speaking, the number of articles published during this period shows a wavy 

but upward trend. Derived by the issuing of The Guidance on Accelerating the Implement 

of "Double First-class" Initiative in Higher Education Institutions jointly formulated by 

the Ministry of Education, the Ministry of Finance and the National Development and 

Reform Commission in August of 2018 and The General Plan for Deepening the 

Education Evaluation Reform in the New Era issued by the Central Committee of the 

Communist Party of China and the State Council in October of 2020, the number of 

published journals peaked with 36 in 2020 alone. By 2022, the published journals on 

major evaluation in higher education disciplines has accumulated to 351. At this period, 

relevant research is constantly seeking how to improve major evaluation. [10] 

On the University’s Competitiveness and Evaluation of University’s Specialty by 

Zhang Xiaodan from Wuhan University is the first dissertation on major evaluation. This 

dissertation proved the scientificity and practicality of major evaluation index system 

from the perspective of empirical evidence. The purpose of the research is to 

systematically elaborate major evaluation system and use its index system to promote 

the competitiveness of universities, with the establishment of various index systems and 

the study on evaluation system of major classification in universities at its core. [11] As 

can be seen from Figure 2, from 2004 to now, the dissertations with the title of major 

evaluation have reached 49. The highest number of 8 was in 2010 and the number has 

been maintained at about 4 in the past two years.  
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Figure 2. The trend of dissertations published with the title of major evaluation from 2004-2022 

3. Current status of major evaluation practice 

3.1. Forms of major evaluation 

In recent years, the rapid and widespread development of higher education has drawn 

worldwide attention on higher education assessment. In terms of the form of major 

evaluation, there are currently three main types (As shown in Figure 3). 

 
Figure 3. Forms of major evaluation in China 

 

One is major accreditation, which is conducted by various associations. For example, 

the Washington Accord accreditation of engineering education majors. 

The second is major ranking, which is implemented and published by media or 

independent institutions. For example, rankings published by the Alumni Association 

(As shown in Table 1).  
Table 1. Alumni Association's 2017 ranking of undergraduate majors in Chinese universities - Guangdong 

Province 

The third is professional assessment, which is a comprehensive evaluation of 

undergraduate majors carried out by education administrative departments or universities 

in each province. As of 2022, Guangdong, Liaoning, Shanxi, Hubei and other 

administrative departments in education sector have carried out provincial undergraduate 

major evaluations. 

3.2. Mode of major evaluation 

When it comes to evaluation modes, they can be classified into three modes: independent 

evaluation mode, comprehensive evaluation mode and appraisal mode (As shown in 

Figure 4). 
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Figure 4. Analysis of the classification of major evaluation modes in China 

 

The first is independent evaluation mode. Being commissioned by the Department 

of Higher Education of the Ministry of Education of the People’s Republic of China, the 

project Analysis on the Evaluation and Star Distribution of the Disciplines and Majors 

of Project 985 Universities (National Key Universities) dominated by Professor Qiu 

Junping is an independent evaluation mode. This project studied the quality of the 

construction of majors in 985 Universities from 2012 to 2013. The raw data in this 

evaluation mainly come from official data documents (compilation, yearbook, report, 

etc.). 

The second is comprehensive assessment mode. Taking provincial undergraduate 

program evaluation in Liaoning Province for example, there are six ground rules in their 

evaluation. The first is orientation. The practice of comprehensive evaluation of majors 

further promotes universities to take undergraduate teaching as fundamental work, so 

that dean’s and faculty’s focus, resource allocation and funding arrangement are all fixed 

on teaching. Such evaluation can also continuously strengthen major construction and 

reform, improve the level of major construction and talent quality, and advance majors 

to better serve for economic and social development in a faster step. The second is 

scientification. The design of the comprehensive major evaluation index system, the 

choice of evaluation methods and evaluation practice should follow the law of education 

and the law of professionals development, fully consider the inherent characteristics of 

major construction and talent training and effectively promote the comprehensive, 

coordinated and sustainable development of major. The third is objectivity. Through 

comprehensive evaluation of majors, representative and repeatable indicators are 

selected among indicators reflecting the state of major management. And a scientific and 

reasonable indicator system and evaluation function are designed to objectively reflect 

the real state of reform and construction of majors. The fourth is simplicity. The 

comprehensive major evaluation resorts to modern information technology means, which 

helps to collect, summarize and analyze data through internet, to simplify evaluation 

process and improve efficiency, instead of doing research in universities by experts 

themselves. The fifth is offering specific guidance for different majors. Comprehensive 

major evaluation is to evaluate the same majors offered by different schools. On the basis 

of not affecting normality of major management, the designing of index system and the 

application of evaluation results is used for providing specific guidance for each major 

to help them develop with their own characteristics. The sixth is the mixed quantitative 

and qualitative research methods. The comprehensive evaluation of majors adopts the 

quantitative analysis of data as the main focus and the qualitative judgment from experts 

as the supplement. While the former focuses on the objective evaluation of the current 

state, the latter highlights the subjective evaluation on potentials. The second is 

comprehensive assessment mode. Taking provincial undergraduate major evaluation 

began in Liaoning Province for example, there are six ground rules in their evaluation. 
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The first is orientation. The second rule is scientification. The third is objectivity. The 

fourth is simplicity. The fifth is offering specific guidance for different majors. The sixth 

is combining quantitative and qualitative research methods.   

The third is appraisal mode. In 2016, the General Office of Shanxi Provincial Party 

Committee and the General Office of Shaanxi Provincial People's Government decided 

to launch the First-class Majors Initiative. Project management is used in the building of 

first-class majors. All undergraduate colleges and universities in the province are 

required to apply their majors to step into first-class major. The Shanxi Provincial 

Department of Education entrusted the Western China Higher Education Assessment 

Centre with the responsibility of accepting materials and auditing projects for 

undergraduates, and the Shanxi Higher Education Data Centre with the responsibility of 

data collection and technical support. Shanxi Vocational and Technical Education 

Society was entrusted by the Provincial Department of Education with the responsibility 

of accepting materials and auditing projects for higher education. 

Based on what is analyzed above, it can be concluded that independent evaluation 

is one with high applicability that leaves little impact on daily teaching activity in 

universities because data under this mode comes from public data and does not require 

repeated collection in universities. However, at the same time, due to the limitations of 

the index data, it is hard to tell which major it should be applied, thus giving few guidance 

on the major construction and development. The comprehensive evaluation mode stands 

out with its completeness in assessment system, detailed in classification, combination 

of quantitative and qualitative research methods, and its combination of online data 

collection and expert assessment. Therefore, it is easy to find specific and suitable 

solution for each major. However, its defects are that the assessment system is 

cumbersome and trivial, taking up too much effort. And it lacks the evaluation of 

students' learning outcomes due to its orientation at conditions and operations of major. 

The appraisal mode, on the other hand, is clearly oriented and easy to operate, but it is 

an evaluation that only focus on majors that are under appraisal. So, it is a partial 

evaluation that have preferences and cannot cover majors that are not under appraisal. 

The preceding analysis on these pros and cons of the three modes has inspired the 

author to make further step on the design of major evaluation. From the perspective of 

promoting evaluation discernment, major evaluation can put more emphasis on the 

orientation of indicators, strong data support, appropriate assessment scales and high 

universality in majors that are being evaluated. In terms of convenience, the data will be 

judged mathematically and processed with big data technology. This procedure ought to 

be responsible by an outstanding team, rather than be finished annually with qualitative 

assessment by a large number of experts, resulting in low efficiency due to different 

standards. In terms of orientation, this type of evaluation will cover as many majors as 

possible, giving the same attention on both students' learning outcomes and keeping 

characteristics of each major. 

4. Analysis of the problems of major evaluation 

In October 2020, the Central Committee of the Communist Party of China (CPC) and 

the State Council issued the General Plan for Deepening the Reform of Education 

Evaluation in a New Era, which calls for improving the institutional mechanism of moral 

education, reversing the unscientific orientation of education evaluation, and resolutely 

overcoming chronic problems of centering at higher scores better admissions, more paper, 
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higher career status. In practice, major evaluation has always been one of the difficulties 

in evaluating higher education and a headache for education administrators and 

evaluators. [12] It is of strategic importance to deepen the reform of education evaluation 

in the new era by innovating the concept of undergraduate major evaluation and 

constructing a new system and mode of major evaluation. 

The big-data analysis on Chinese discipline major research based on the study of 

China’s core journals reveals that China’s major evaluation research on disciplines 

outweigh the research on majors. More vividly, Figure 5 illustrates the big data cloud 

map and knowledge map of specific research keywords. In-depth analysis have made it 

clear that China’s higher education evaluation has gone through four stages: beginning, 

institutionalization, advancing and deepening. Since the reform of the education system 

in 1985, China has put more stress on the quality of undergraduate education teaching 

and major talent cultivation, and launched relevant evaluation projects at three levels: 

national, provincial and university. A system of higher education evaluation with 

Chinese characteristics have basically formed after 40 years’ exploration and practice. 

In the new era, the Double First-class Initiative has been officially implemented, but 

major evaluation has not been adapted to it, and there are still problems such as putting 

more emphasis on macro evaluation than micro evaluation, obvious utilitarian 

orientation, more quantitative and result-oriented indicators but less qualitative and 

process-oriented indicators, lack of big data support for evaluation, convergence of 

evaluation indicators and lack of discipline and major characteristics. [13] 

 
Figure 5. Big data cloud map and knowledge map of keywords for major evaluation research in Chinese 

disciplines 

In summary, theoretical research on major evaluation in China began in 1985 with 

the reform of the national education system, and has gone through three stages: budding, 

rising and booming. Throughout the 37 years of theoretical development, the unswerving 

efforts of Chinese scholars in exploring major evaluation theory have also promoted the 

development of Chinese educational evaluation theory, provided theoretical support and 

paradigm for the practice of major evaluation in the field of higher education, and made 

theoretical contributions to the modernization of Chinese-style education. However, the 

number of publications and of representative research results is few, which needs to be 

further explored. 
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5. Prospects: A Framework for Undergraduate major Evaluation in the Fourth 

Paradigm Perspective - Smart Education Evaluation Based on Big Data 

Technology 

The surging of the big data technology has unprecedentedly advanced things to be 

quantified and statistically analyzed, giving rise to the new progress on data-intensive 

knowledge and driving evaluation paradigm’s evolution. According to Turing Award 

winner Jim Gray, scientific research can be divided into four paradigms: the 

Experimental Science paradigm for describing natural phenomena (Empirical Science), 

the Theoretical Science paradigm using modeling method and inductive method 

(Theoretical Science), the Computational Science paradigm for computer simulations of 

complex phenomena (Computational Science), and the data-intensive science paradigm 

(eScience), also known as the fourth paradigm, which combines theory, experiment and 

computational simulation. The fourth paradigm includes the usage of diverse tools for 

the continuous collection of scientific data, building system for managing the entire 

lifecycle of data, and the designing of tools and methods for data analysis and 

visualization customized for scientific research questions. [14] (As shown in Figure 6). 

There is no doubt that the advent of big data technology provides new methods and new 

perspectives for our cognition and scientific research. If this technology is applied in 

undergraduate major evaluation, a new paradigm of data-intensive evaluation will be 

invented and help undergraduate major evaluation to be conducted in an intelligent way. 

In other words, data mining and learning analysis based on full-sample, full-process and 

panoramic meta-education data will enable the evaluation of undergraduate majors to 

become intelligent. 

 
Figure 6. Main features of the fourth paradigm 

 

To be specific, on account of applying big data technology to education research, 

education evaluation methods would see revolution, evolving into a data-intensive 

dynamic evaluation system that combines uninterrupted collection of sample data, 

personalized indicators, multiple fusion calculation and analysis, as well as visual 

feedback and updating together.  

In the future, major evaluation will use the Internet of Things perception technology, 

video recording technology, image recognition technology and platform acquisition 

technology to continuously collect the multi-source, heterogeneous, multi-modal and 

incoherent semantic big data generated in real time in the process of education. major 

evaluation activities are no longer limited by presets and are not limited to the 

investigation of causality. Instead, specific algorithms are used to analyze "big data", so 

as to conclude the correlation and regularity behind the educational data. In the future 

major evaluation, big data technology can mine valuable information from the big data 

of education generated in real time through the real-time dynamic monitoring of 

S. Gu et al. / The History and Current Situation of China’s Undergraduate Major Evaluation78



educational activities, and present the educational evaluation results in intuitive graphics 

and image information through visual tools, and personalized feedback the evaluation 

results to the evaluators. Big data technology has continuously improved the professional 

level of educational evaluation. 

6. Summary 

Focusing on the evaluation of undergraduate majors in China, this paper clears out three 

phases of undergraduate major development in China: budding, rising and booming, by 

employing quantitative and qualitative research methods. Besides, this paper also 

classifies the forms of major evaluation in China into major accreditation, major ranking 

and major assessment, and the major evaluation modes into independent evaluation mode, 

comprehensive evaluation mode and appraisal mode. Furthermore, the fourth paradigm 

of evaluation framework of undergraduate major is proposed in this paper, with a view 

to make up for the shortcomings of previous research methods and provide references 

for research and practice related to the innovation of undergraduate program evaluation 

system. 
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Abstract. Finding an optimum way to identify stocks with less delisting risk is 
critical for every investor in the stock market. However, this procedure is often done 
based on personal experience, which doesn’t fully utilize the historical delisting 
records. This convention of selecting stocks might result in a greater loss since it 
merely involves subjective judgment, especially for individual investors. Our 
research proposes a probabilistic approach for identifying the delisting risk 
associated with different industry sectors, given the P/B ratio level distribution. And 
this research offers a customized guide for individual investors to better choose the 
safer investment options related to the stocks’ industry sectors. The completion of 
our conditional probability matrix is operated under the high-rank assumption, 
together with the features of Bayesian matrices. The experimental results for our 
domestic delisting stocks supports the validity and usefulness of our method. 

Keywords. Matrix completion, delisting risk, Bayesian matrix, domestic stock data 

1. Introduction 

The delisting of stocks can bring detrimental impact on their current stockholders: 

decreased liquidity, less protections toward firms’ frauds and increased risk of investing 

[1, 2]. However, with the little access to investigate the firm’s internal operating status, 

it’s hard for stockholders to learn their chances of delisting. Therefore, finding a proper 

criterion to evaluate the possibilities of delisting is crucial. And the price-to-book ratio 

(P/B ratio) has been a long-standing important indicator using in industry-wide stock risk 

evaluation [3, 4, 5]. Noticeably, the interpretation of this numeric ratio is highly 

dependent on the industry sector of the stock. Hence, considering the availability and 

usefulness of the historical information, a P/B ratio-based delisting evaluation offers 

practical methods for stockholders to select stock in different industrial sectors. As for 

individual investors, this selection process primarily relies on their personal analysis of 

the historical data of various indicators. The delisting risk evaluation can be highly biased 

among these subjective opinions. Focusing on China’s domestic stock market, there’s 

still no probabilistic guide about the delisting risk while delisting firms’ information is 

avail. With a probabilistic guide regarding different delisting risk and related P/B ratio 

among different sectors, investors can make a more cautious choice. 
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Current research on delisting prediction majorly utilizes regression model and 

machine learning (ML) methods: Hwang et al. use a set of both nonfinancial and financial 

indicators to build logit regression model, and emphasizing an equal attention for both 

kinds of indicators [6]; Zhou applies Adaboost method to perform simple classification 

task on firms’ delisting, which achieves a better accuracy than other existing 

classification methods [7]. Meanwhile, current investment-related research on matrix 

completion focuses on low-rank assumption or periodical behavior: Agrawal reviews 

existing methods for matrix completion, and shows the Singular Value Decomposition 

using the Order Method is the best to complete missing stock indices [8]; Athey et al. 

develop a series of matrix completion estimators to allow missing values have time-series 

pattern [9]. Previous techniques have been widely used in stock-related information 

prediction and completion. However, the previous research on prediction of the delisting 

risk cannot provide a stochastic reference for stock selection. Under the specific scenario, 

the P/B ratio and industrial sector distribution of the delisting stock form a high-rank 

matrix, which violates the low-rank assumption. Thus, our research proposes a novel 

approach to extract probabilistic information regarding the P/B ratio and industry-

dependent delisting risk, aiming at better supporting domestic stockholders investing 

decisions. 

2. The construction of the industry-PB ratio Bayesian matrix 

From the data source, we can obtain the distribution of industry sectors of all delisted 

stocks: manufacturing, IT, real estate, and the other 13 sectors. For any individual 

stockholder, he/she might choose a portfolio of stocks, which is consisted of diverse 

industry sectors. It is worth noticing that, even the P/B ratio can be a generalized metric 

to evaluate the quality of stock, we can hardly interpret it directly by merely referring to 

its numeric value. So, we develop three predefined thresholds for benchmarking this ratio 

based on industry-wide convention [10]: low (P/B ratio less than 1), medium (P/B ratio 

falls between 1 and 3), high (P/B ratio falls between 3 and 10), extreme (P/B ratio greater 

than 10). Set the thresholds as V = (v1, v2…vx), industry sectors as H = (h1, h2…hy). And 

vector H should be initially given by the distribution of historic delisted data specified 

by different stock market. 

The distribution of the delisted industry sectors is associated with the stocks’ 

performance in the P/B ratio. Therefore, we can express their relationship in the form of 

conditional probabilities: ���|

�

� is the probability of the delisted stock belongs to the 

ith industry sector given its P/B ratio threshold. And ���|�� is the probability of the 

stock has jth P/B ratio threshold given its industry sector. We can write the two 

conditional probabilities information into a Bayesian matrix, M: 
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We partition this matrix into four areas: the two areas that contain non-zero values 

are lower-left and upper-right: (1) the probabilities that the stock comes from this 

industry sector given its P/B ratio level. (2) the probabilities that the stock has this P/B 

ratio level given its industry sector. The two areas that are all zero-valued are upper-left 
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and lower-right: since we set (3) there is no linkage between different stocks’ industry 

sector and (4) there is no correlation between their P/B ratio level, the conditional 

probabilities will always be zero. Therefore, to solve this objective matrix M, we need 

to complement the lower-left and upper-right parts. 

3. Complementing Bayesian matrix with high-rank settings 

Because every element in our industry-PB matrix, M, represents for a certain probability, 

so they must fall in between the range from 0 to 1. Also, based on our previous settings 

that each column displays the all circumstances of conditional probabilities, so the 

column-wise sums of the industry-PB matrix will all equal to 1. After deriving these 

properties, the industry-PB matrix can be considered as a Markov matrix. And this 

industry-PB matrix is inherently possesses an eigenvector with eigenvalue equals to 1 

because of the Markov matrix’s feature. Now we need to find this eigenvector. Consider 

Equation (2) below: 
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This equation proves that, vector � = �

�(�)

�(�)
� is the corresponding eigenvector with 

the eigenvalue 1 of our industry-PB matrix, alternatively we can call it the principal 

eigenvector. Placing it in the scenario of delisted stock analysis, it consists of two 

components: the probability distribution of the P/B ratio levels and the probability 

distribution of the industry sectors among all delisted stocks. After getting this 

eigenvector, we need to reversely infer the original matrix elements. Consistent with the 

basic assumption that, there’s great uncertainty and fluctuation around the coverage of 

every industry sector and every P/B ratio level, we discuss the finding process under high 

rank Markov matrix condition. So, our industry-PB matrix has a steady state after 

multiplying itself n times: 
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Integrating these equations, we can express the eigenvalue � by using matrix M: 
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So, the problem becomes an optimization problem. i.e., find the matrix M that maximizes 

the formula (5): 
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Given constraints (��
 is the element of M at ith row, jth column; �� is the ith element of 

vector r):  
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Eventually, we can solve a matrix M, which subordinates to all constraints above 

and conforms with the previous eigenvector r. Therefore, with the information drawing 

from a posterior probabilistic vector r, individual investors can be more well-informed 

about the delisting risk while knowing stocks’ P/B ratio in particular industry. 

4. Experiment 

Using the delisted stocks data available on Shanghai Stock Exchange and Shenzhen 

Stock Exchange websites [11, 12], we derive the distribution of delisted stocks’ industry 

sectors: we denote manufacturing as h1, IT as h2…and the rest of industry sectors 

following the same name convention, which showing with their corresponding 

percentages in the Figure 1. Also, among the total 124 delisted stock records, we can 

categorize their P/B ratio into four thresholds: v1 (low): 29.8%, v2 (medium): 27.4%, v3 

(high): 29%, v4 (extreme): 13.7%. From this information, we can construct the 

eigenvector of our Bayesian matrix: (0.298387097, 0.274193548, 0.290322581, 

0.137096774, 0.532258065, 0.088709677, 0.064516129, 0.056451613, 0.048387097, 

0.040322581, 0.032258065, 0.032258065, 0.024193548, 0.024193548, 0.016129032, 

0.008064516, 0.008064516, 0.008064516, 0.008064516, 0.008064516)T. 

 

Figure 1. Distribution of stocks' industry sector. 
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Utilizing the nonlinear optimization model developed in Section3, we obtain the 
complements of the upper right and lower left entries of the Bayesian matrix from our 
eigenvectors. The detailed information of the matrix entries and the complement results 
are displayed in Figure 2 and Figure 3. We use the value in row 5, column 1, to illustrate 
how an investor can utilize the results: it informs the investor that a delisted stock with a 
low P/B ratio level has a 58.79% probability that it comes from the manufacturing 
industry, h1. Compared with other entries located in column 1, this probability is 
significantly high. Now, the investor might become more cautious about selecting stocks 
from the manufacturing industry with a low P/B ratio for his/her portfolio. 

 
Figure 2. Values of the matrix entries. 

 
Figure 3. Complement results. 

5. Conclusion 

This paper provides a basic algorithm to extract the probabilistic relation between P/B 
ratio levels and delisting risk given the stock’s industry sector using properties of Markov 
matrices by forming an eigenvector containing the distribution of industry sectors and 
the distribution of P/B ratio levels. It can serve as a probabilistic guide for individual 
investors to choose safer stocks regarding the delisting risk. The experiment 
implementation validates the viability of the approach we offered in this paper. The 
future research can be refined in different aspects: (1) the selection of more 
comprehensive delisting risk metrics; (2) the incorporation of dynamic risk prediction 
using time-series information. 

R. Chen and L. Zhang / A Probabilistic Guide for Domestic Stocks Delisting Risk84



Acknowledge 

The work was supported by the National Natural Science Foundation of China 

(No.72271017). 

References 

[1] Macey J, O’Hara M, Pompilio D. Down and out in the stock market: the law and economics of the 
delisting process[J]. The Journal of Law and Economics, 2008, 51(4): 683-713. 

[2] Loureiro G, Silva S. The impact of cross-delisting from the US On firms’ financial constraints[J]. Journal 
of Business Research, 2020, 108: 132-146. 

[3] Cheng C S A, McNamara R. The valuation accuracy of the price-earnings and price-book benchmark 
valuation methods[J]. Review of quantitative finance and accounting, 2000, 15: 349-370. 

[4] Shittu I, Ahmad A C, Ishak Z. Price to book value, price to sales multiples and stock price; evidence from 

Nigerian listed firms[J]. Journal of Advanced Research in Business and Management Studies, 2016, 3(1): 
85-93. 

[5] Leonardo M P, Eduardo C M C, María T H A, et al. Formalization of a new stock trend prediction 
methodology based on the sector price book value for the Colombian market[J]. Heliyon, 2022: e09210. 

[6] Hwang I T, Kang S M, Jin S J. A delisting prediction model based on nonfinancial information[J]. Asia-
Pacific Journal of Accounting & Economics, 2014, 21(3): 328-347. 

[7] Zhou L. Predicting the removal of special treatment or delisting risk warning for listed company in China 
with Adaboost[J]. Procedia Computer Science, 2013, 17: 633-640. 

[8] Agrawal P. Predicting Stock Market Indices Using LRMC[J]. 2021. 
[9] Athey S, Bayati M, Doudchenko N, et al. Matrix completion methods for causal panel data models[J]. 

Journal of the American Statistical Association, 2021, 116(536): 1716-1730. 
[10] Pae J, Thornton D B, Welker M. The link between earnings conservatism and the price‐to‐book ratio[J]. 

Contemporary Accounting Research, 2005, 22(3): 693-717. 
[11] Shanghai Stock Exchange. Suspension[EB/OL]. [2023-02-08]. 

http://www.sse.com.cn/disclosure/dealinstruc/suspension/. 
[12] Shenzhen Stock Exchange. Market Data[EB/OL]. [2023-02-08]. 

https://www.szse.cn/market/stock/suspend/index.html.  

 

R. Chen and L. Zhang / A Probabilistic Guide for Domestic Stocks Delisting Risk 85



 

Sharing and Co-Construction of Library 

Alliance Driven by Big Data and 

Blockchain 
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Abstract. Big data technology drives the library alliance and shifts focus from the 
construction of cooperation mechanism to the construction of technology level. It 
integrates library big data by building a national shared service platform covering 
concepts, resources, technology, readers, mechanisms and then fully share the 
literature resources within the library alliance with the help of blockchains and 
alliance chains technology to explore the future development and direction of the 
library. 

Keywords. Library, library alliance, big data, blockchain, co-construction, sharing 

1. Introduction 

Before the advent of computers, libraries were the only sources of literature review and 

data collection for the researchers. Subsequently, the computer applications enabled 

easily to compile machine readable catalog (MARC) data in order to retreat library’s 

massive literature information resources. The use of Internet further exploded the 

network information and the position of libraries as an information center affected 

significantly. The emergence of the search engines had rapidly replaced libraries as the 

first choice of the people to obtain information and libraries were gradually 

marginalized. With the development of big data and blockchain technology, massive 

data and advanced algorithms enables scholars to search relevant information. There 

are two laws in this series of changes. First being the changes in the way the people 

obtain information have changed with the progress of science and technology, that is, 

“productivity determines superstructure”. Second, the speed by which people access 

information is constantly accelerating, and the access speed has become a key factor in 

the survival of the fittest. In the face of the society’s ever-increasing demand for 

accessing information, no single library can meet their expectations, but even libraries 

all over the country or the world would be inadequate. The World Library will be the 

ultimate ideal form that will emerge in near future. 
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2. Current situation of domestic library alliances 

Library alliance refers to a library consortium in which several libraries sign a 

cooperation agreement for the purpose of co-construction and sharing of literature 

information resources [1]. Geographically, the forms of the library alliances can be 

divided into national alliances and regional alliances according to the scope covered. It 

can also be divided into the same system alliances or cross system alliances according 

to the types of the libraries. The specific forms include national same system alliances, 

national cross system alliances, regional same system alliances, and regional cross 

system alliances [2]. 

China’s library alliance is dominated by the university libraries and the public 

libraries, such as China’s Higher Education Document Security System, Hunan 

University Digital Library, etc. [3]. Regional library alliances led by the public libraries 

have also spread all over the country, such as the Guangdong Hong Kong Macao 

Greater Bay Area Public Library Alliance [4], the six central provinces (Hunan, Hubei, 

Jiangxi, Anhui, Shanxi and Henan) Public Library Alliance. [5] In addition to the 

alliance between the university libraries and the public libraries, there are many other 

types of library alliances, such as the National Library Reference Consulting Alliance 

[6], the Library Emergency Management Strategic Alliance [7], etc. 

From the various types of library alliances mushrooming at home and abroad, all 

libraries can reach a consensus on the necessity of establishing alliances and join as 

many library alliances as possible. But why does each province still have its own 

university library alliance even when they join the national university library alliance 

like CALIS? Why some libraries which have joined the provincial library alliance also 

want to join the municipal library alliance? In fact, most of the libraries have joined 

more than one alliance since each alliance is mainly established to solve a certain kind 

of problem. However, there are many problems that need to be addressed by 

establishing the alliances, so they need to join one or the another alliance. Theoretically, 

the more the participation in the alliances, the greater the benefits libraries reap through 

joint construction and sharing, but the difficulty lies in cooperating each other. How to 

build up a library alliance that allows more libraries to join easily and further accelerate 

the accession of information resources among the member managers? Both the form of 

library and the form of library alliance are constrained by science and technology over 

the times. What kind of technical support is necessary for effective library alliance? 

Presently, two new emerging technologies viz., big data and blockchain can provide 

new support to library alliances and has tremendous scope to take a step forward. 

3. Co-construction of library alliance service platform driven by big data 

3.1 Big Data and Library 

Big Data refers to a data set that cannot be managed and processed by conventional 

software tools. Library has a long history of dealing data. In fact, MARC data, which 

was first produced in the United States in 1961, can be regarded as a kind of big data in 

the early days. The birth of MARC data has significantly improved the efficiency of 

library in searching literature resources and laid a foundation for the libraries to move 

towards integration and automation. In addition to MARC data, each library has 

accumulated enormous data, reader data, and circulation data in the business 
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management system and are intangible assets of the libraries. Libraries have 

accumulated massive big data without its full use. This is because these data are 

scattered in every library and in the absence of any advanced algorithm for processing 

the data become unusable. Therefore, there is an urgent need to build a new generation 

of service platform that can collect the big data of all the libraries. 

3.2 Feasibility of building a new generation of library service platform 

Let’s take a look at the statistics of “Double 11” in 2020: from November 1 to 11, 2020, 

the peak number of orders by Tmall reached 583000 transactions/second. In 2019, 

there were 3196 public libraries in China, with a total circulation of 90.135 million 

people, 613.73 million books and literatures to borrow, and 266.09 million people had 

borrowed books from the libraries [8]. This clearly reflects that only computers can 

process big data, which is technically feasible for all the libraries across the country to 

share a common platform for data processing. 

The traditional library management system is mainly designed according to the 

business process of paper books. It is difficult to deal with the diverse library collection 

resources under the background of the big data that can solve the unified management 

of all library collection resources. Further, it restricts the process of resource sharing 

among the libraries and cannot manage the reader’s behavior data. In order to meet the 

needs of business management under the background of big data and to bring a fair 

level big data technology cooperation, many library alliances are developing new 

generation library sharing service platforms, which are convenient for the alliance 

members to carry out big data development and in-depth cooperation on the same 

platform. 

3.3 Construction of library alliance service platform 

The service platform of the National Library Alliance can be jointly developed by 

several institutions. When such platform is available, each library alliance will be 

integrated, and all the libraries will gradually be absorbed through the convenient 

joining mechanism to form the service platform of the National Library Alliance. 

The construction of the National Library Alliance service platform should 

organically combine the five elements namely, concept, resources, technology, readers, 

and mechanism to achieve “innovation from the inside out” [9], so that the platform not 

only has massive data, but also a management system with multiple advantages such as 

strong resource integration, new knowledge services, wide coverage, convenient 

operation, and more user-friendly. The platform should at least include the portal 

service sub-platform, the shared bibliography retrieval sub-platform, the user 

monitoring and analysis sub-platform, the information service sub-platform, etc., and 

each sub-platform has to be connected in series to form a network to provide 

“one-stop” and “nanny” services (Figure 1). 
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Figure 1. Framework of Library Alliance Service Platform 

Although the national shared service platform, which is mandatory for all the 

libraries, will be created to solve the latest and cutting-edge problems, of which the 

routine business processing of libraries key module is the early stage development. In 

fact, a shared bibliographic retrieval platform should first be built based on the data of 

several major libraries such as the National Library of China, the China Version 

Library, and the Peking University Library. Each book has only one bibliographic data. 

Each member library that owns books can add collection information under this 

bibliography. The collection information can be a private or shared which ensures that 

the new member libraries can carry out routine business as long as they import their 

own bibliographic data. After purchasing new books, member libraries can directly 

store them without cataloging as long as they check duplicates in the general 

bibliography. This can save a lot of data storage space, cataloging costs and facilitate 

the centralized data management. 

In addition to bibliographic data, the reader data is also the basis for regular 

library business, and the construction of a nationwide unified user monitoring and 

analysis platform is also one of the basic works of the National Alliance service 

platform. As such, it is not difficult to build the reader database. The success of MARC 

data lies on its specified unified format and allotment of national unified number to 

each reader. Some information is used as public data whereas, the rest is used as private 

data with different permissions to different reader data. Different libraries open variety 

of resources to readers according to their own terms and conditions. Whereas, when 

one platform is used for circulation of data such as borrowing, repayment, renewal, 

expiration, and fines, the data is analyzed and managed uniformly, the user tracking 

activity and interaction data of each library can be synchronized. The artificial 

intelligence can easily handle enormous volume and complexity of the document 

information resources especially, for the National Library Alliance service platform. 

The only solution is to carry out online original text delivery, interlibrary consultation 

and other services, and build a collaborative service platform for exchange of document 

information resources. Various strategies like introduction of professional consulting 

institutions, the establishment of a reference consulting team based on scientific 

research, university subject librarians and reference consultants of the member libraries 

of the community, the provision of professional and real-time consulting services for 

users, and strengthening and expansion of the construction of the collaborative service 

platform for literature and information resources are in vogue [10]. 
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The construction of the national shared service platform needs to pay attention to 

the following issues: First, the platform construction is undertaken by the state and is 

free for all small or large libraries in the country. Second, the platform and data are put 

into the cloud, which is conducive to the big data processing. Third, attention needs to 

be provided to data security, storage and backup with different permissions for 

different member libraries, and protect the data privacy of each library; last but not the 

least, the platform needs modular development so that different member libraries can 

choose their own modules according to their specific needs. 

The construction of the service platform of the National Library Alliance can save 

the cost of purchasing, maintenance and upgradation as well as the cost of purchasing 

the server and storage equipment of each member library. The big data analysis and 

statistics module can be used to query the borrowing and circulation data, resource 

guarantee rate and utilization rate of each member library in real time, and even 

analyze the resource guarantee rate of the member library in the same city, guide the 

member libraries to coordinate procurement, and improve the efficiency of fund 

utilization. It can also meet the diversity and personalized needs of the users, ensure 

social information fairness and bridge the digital divide. Furthermore, new functional 

modules, such as the module to guide the reading promotion of each library can be 

developed so that each library can get suitable, scientific and reasonable reading 

promotion program and develop a module to accurately push the books by finding 

readers for books and vice versa. 

4. Library alliance service platform sharing in the context of blockchain 

If free sharing service platform is the reason to attract all the libraries to join the 

National Library Alliance, then borrowing books from any library in the country is the 

greatest temptation to attract the readers. The emergence of blockchain technology 

provides a new imagination space for the library alliance to realize electronic document 

sharing under the premise of protecting the intellectual property rights. 

4.1 Protection of electronic documents in the existing copyright law 

With the popularization of smart phones, although paid reading has gradually been 

accepted by some people, libraries are still the intermediate platform to ensure people’s 

reading and eliminate the data gap. There are many advantages in the dissemination of 

electronic documents. The number of electronic documents purchased by each library 

is increasing however, the public service of the library and the copyright protection of 

electronic documents are the preconditions. The openness of the network makes the 

electronic documents extremely easy to be copied indefinitely however, the copyright 

protection is a major obstacle restricting the library’s electronic document borrowing 

service. But, China’s Copyright Law and the Regulations on the Protection of the Right 

of Information Network Communication has exempted the libraries to provide free 

digital works to the public in their own premises [11]. The copyright law has to be 

adjusted with time, to balance the intellectual property protection, convenient 

dissemination of knowledge, expand the scope of use of the library’s copyright 

exception system under the digital reading environment and encourage interlibrary 

borrowing and document transmission [12]. 

J. Ling and L. Huang / Sharing and Co-Construction of Library Alliance90



4.2 New opportunities provided by blockchain technology for electronic document 

sharing 

Blockchain originated from Bitcoin and can be easily applied to library copyright 

protection. With the gradual expansion of blockchain technology from digital currency 

to other areas of society, the library community has also carried out in-depth research 

on the application of blockchain technology and divided into public chain, alliance 

chain and private chain according to the sharing scope and purpose. The most suitable 

one for the library alliance is the alliance chain [13]. Compared with the traditional 

means of copyright and copyright protection, the alliance chain not only has the 

characteristics of decentralization of the public chain to ensure that data cannot be 

illegally modified by the organization, but also retains the privacy of the private chain, 

so that the data storage efficiency is significantly improved. These characteristics 

provide feasibility in dealing the copyright protection of electronic documents in digital 

libraries. While publishing electronic documents, publishers generate unique alliance 

chain for each electronic document after encryption, and then generate a corresponding 

number of sub chains according to the number of electronic documents issued. It is safe 

and reliable to manage copyright through alliance chain, since it is difficult to tamper. 

Publishers can sell the sub chain of the alliance chain to the library distributor or 

directly to the library. Purchasing a sub chain is equivalent to purchasing an electronic 

document. The data on the sub chain can be set to the reader online reading mode or 

download reading mode according to the management needs, and the reader’s query 

however, the downloads and other operations will leave traces on the chain [14]. The 

sub chain is equivalent to a powerful book borrowing card, which can objectively and 

truly record the borrowing amount, download amount, appointment information, etc. of 

each electronic document. 

4.3 Construction of reading sharing module of the National Library Alliance service 

platform 

The biggest advantage of the application of the alliance chain technology to the library 

alliance is that it can limit the random copying of electronic documents and managed 

completely as paper documents. When electronic documents have the non-random 

duplication of paper-based documents, they should have the same circulation authority 

as paper-based documents from a legal perspective. As library books are borrowed for 

home reading, the library alliances can lend and return paper-based documents 

similarly, electronic documents can also be issued to the readers and returned. 

The National Alliance Service Platform needs to develop a national shared e-book 

reading module (hereinafter referred to as the “reading module”). Readers who borrow 

a sub chain from the library have the right to read the book. They can only read the 

book directly on the reading module, but cannot download or copy it to protect 

intellectual property rights. For books within the copyright protection period, the 

reading module can give each library a corresponding number of sub chains based on 

the number of paper books owned by each library through the alliance chain 

technology. The current law in China does not specify how many electronic versions 

can be owned by a library for the digital collection of paper books, but at least one 

should be owned. The sub chains owned by each library are one-to-one corresponding 

to the paper books. The books can even be borrowed in the library premises of the 

entire library consortium (the agreement of joining the consortium can stipulate the 
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interlibrary borrowing terms of electronic books). The copyright law neither explicitly 

supports interlibrary borrowing nor prohibits it. In reality, the interlibrary document 

transmission is quite common. The construction of reading modules is highly shared 

and avoid repeated construction of each library. The big data generated in the 

borrowing process is stored in the alliance chains and sub chains, which is also 

convenient for future analysis and processing. 

How to ensure that the number of sub chains of each alliance chain on the reading 

module is enough for the readers to read? First, the system is set to allow readers to 

borrow when they open the documents, and return when they close the documents. The 

maximum borrowing period is not more than 24 hours, so that the book borrowing 

efficiency is maximized. When the borrowing period of each library is 30 days the 

book borrowing efficiency increases by 30 times so, the individual library savings are 

obvious. Second, the documents are timely returned and the borrowing volume 

generally decreases with the passage of time. Therefore, depending on the number of 

sub chains converted from the paper books owned by each library, most of the national 

reading needs get fulfilled. Especially, for new bestseller books, the number of sub 

chains need to be increased. For e-books on the reading module, the system can 

calculate the recommended purchase index of books according to the readers demand 

and the scores of the readers. Each member library will purchase books according to its 

own purchase budget and combine with the recommended purchase index to 

supplement the number of sub chains of the platform. Third, libraries with large 

borrowing volume and insufficient existing sub-chains can appropriately increase the 

purchase quantity or mobilize social forces to donate. 

5. Conclusion 

Big data has provided new impetus in the construction of the National Library Alliance 

service platform and ensured close cooperation in library alliance and high sharing of 

resources and data. The more data the platform has, the better the advantages of the 

algorithm can be brought into full play. Relying on the support of the National Library 

Alliance service platform, better library services can be offered not only within the 

country but even at the global level. Big data and blockchain technology drive library 

changes and in turn promote technological progress. Through this series of virtuous 

cycles, we can create a win-win situation of technology, library reform and 

transformation. 
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Abstract.  Objective:  Investigate the development status of preparations in 
medical institutions in Chongqing,  analyse the key factors restricting the 
development of preparations in medical institutions in Chongqing,  and put 
forward targeted countermeasures and suggestions,  so as to promote the 
sustainable and healthy development of preparations in medical institutions in 
Chongqing.  Methods:  Data were collected by means of literature review,  
expert interview, questionnaire surveys (Questionnaire Star,  which is a platform 
providing functions equivalent to Amazon Mechanical Turk).  SPSSAU was used 
for statistical analysis, and the scientific research method of classic Grounded 
Theory was used for data processing and theoretical construction[1].  The 
in-depth situational grounded research was conducted on the preparations of 
medical institutions in Chongqing.  Results and conclusion:  Due to the 
insufficient attention paid by the government, hospitals and the market,  the 
development of preparations in Chongqing's medical institutions could not keep up 
with the development of the pharmaceutical industry and drug administration 
supervision.  In view of this,  the government should coordinate the deployment 
of  "capital increase,  staff increase,  strength increase "  and  "integration 
and joint construction" to promote development,  focus on the research and 
development of Chinese medicine preparation varieties that are in short supply in 
the market and are urgently needed clinically,  and incubate new drugs in the 
process of inheritance and innovation.  The preliminary theoretical summary of 
the current situation and development of pharmaceutical preparations in medical 
institutions in Chongqing can provide a basis for decision-making by management 
departments and promote its sustained and healthy development. 

Keywords. Grounded Theory, Medical Institutional Preparation Chongqing, 
SPSSAU. 
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1. Introduction 

The Grounded theory methodology (Grounded theory for short) is an independent 

research methodology,  which was founded by American sociologists Barney G Glaser 

and Anselm L Strauss in 1967,  and has been developed and deepened since then.  It 

plays a foundational role in qualitative research and is known as the precursor of the 

"qualitative revolution" [2]. In the historical evolution of nearly half a century, Grounded 

theory researchers have been constantly studying, improving and developing, making 

Grounded theory finally form three versions that are both interrelated and not completely 

identical: the original version of Grounded theory initially elaborated by Glaser and 

Strauss classical Grounded theory; Strauss and Corbin's procedural Grounded theory, 

and Charmaz's constructive Grounded theory. The establishment and development of the 

methodology of Grounded theory is a major breakthrough in qualitative research [3].  

As Strauss pointed out in his works published in 1987 and 1990, Grounded theory 

research is a continuous cycle process of collecting data and testing at the same time, 

which has contained testing [4].  Therefore,  "from now on, almost all qualitative 

research will be applied to the basic principles or specific operating procedures of 

Grounded theory" [5]. Grounded theory has been widely used in sociology, 

anthropology, psychology, pedagogy and other fields abroad and has achieved fruitful 

results, while the domestic literature on Grounded theory is relatively small. In recent 

years, the domestic application of Grounded theory in education, business, management 

and other fields has increased year by year, and a large number of scholars have widely 

applied it to various fields such as medicine and health, Chinese medicine culture, and 

even the construction of Chinese medicine theory, and made great progress. Among the 

specific disciplines of pharmaceutical management, Yang Yue[6] first mentioned  in the 

"Research Methodology of Pharmaceutical Management", and then the author applied it 

to specific drug  registration, adverse drug reaction reporting and monitoring studies in 

Chongqing [7].  This article then conducts a grounded study on the development of 

pharmaceutical preparations in medical institutions in Chongqing. The specific research 

procedure is shown in Figure 1. 

The preparations of medical institutions are directly connected with the clinic, 

which can be adjusted in time to meet the clinical needs. The circulation loss cost is low, 

and there are many characteristic preparations with exact curative effects, which have 

irreplaceable outstanding advantages[8].  With the development of the pharmaceutical 

industry, many hospital preparations that are clinically practical have been replaced by 

commercially available drugs. In addition, the preparation conditions in the preparation 

room of medical institutions cannot meet the requirements of current drug regulatory 

regulations[9], the production mode of medical institutions has limitations, and medical 

institutions have no pricing power for preparations[10]. In recent years, the number of 

types of preparations of medical institutions in our city, as well as the perennial varieties 

and quantities of preparations, has shown a significant downward trend, The number of 

medical institutions that have the capacity to make preparations and have obtained the 

Dispensing License for Medical Institutions has decreased year by year, and some 

medical institutions have closed their preparation rooms. The suspension and 

cancellation of preparations of characteristic medical institutions with good clinical 

effects and good reputation are a loss for patients and the pharmaceutical industry.  How 

to find a way out for the development of pharmaceutical preparations in medical 

institutions under the shrinking trend is worth thinking deeply by pharmaceutical 

practitioners and relevant departments in medical institutions. In view of this, it is very 
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necessary to carry out research on the current situation and policies of preparations in 

medical institutions in Chongqing and give corresponding suggestions. 

2. Respondents and methods of survey 

2.1 Respondents of survey 

In this study, a cross-sectional questionnaire was used[11]. The respondents of survey 

were the ones in charge of the pharmaceutical department (pharmacy) or preparation 

room of a medical institution in Chongqing with the approval number of medical 

institutional preparations, who was willing to cooperate with this survey. The 

questionnaire consists of two types of questions: closed questions and open questions.  

single choice questions and multiple-choice questions are used to understand the basic 

situation of preparations in medical institutions in Chongqing; Open questions are used 

to collect the opinions and suggestions of investigators on the development of 

preparations in medical institutions in Chongqing.  The questionnaire mainly relies on 

the "Questionnaire Star" electronic questionnaire platform to fill in and collect data 

online. A small amount is recycled through WeChat or email. 

2.2. Methods of survey 

2.2.1 Questionnaire content design.   

The author discussed the design repeatedly with experts in drug supervision and 

management, and conducted a questionnaire survey on the selected subjects. The main 

contents of the questionnaire include: the basic information of the interviewees and their 

institutions, the status and problems of medical institutions' preparations, and the 

opinions and suggestions on the development of medical institutions' preparations. 

2.2.2 Quality Control.  

After the questionnaire was designed, the opinions of experts were collected to gradually 

optimize the questionnaire. After three rounds of discussion, review and correction by 

experts in drug supervision and management, this formal questionnaire has been 

finalized to ensure the rationality and feasibility of the content design. After the 

questionnaire was collected, check and accept the logicality, integrity and accuracy of 

the questionnaire one by one. 

2.3. Data entry and statistical analysis 

Two entries were used for comparison, contrast and errors correction.  The basic 

information of the collected data is expressed as a percentage (%), and the qualitative 

analysis of the string variable data is conducted based on the grounded theory coding.  

The influencing factors were statistically analysed by SPSSAU. 
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Figure 1: Research Program Diagram 

3. Results and Analysis 

3.1. Basic information 

This survey questionnaire was distributed to 19 medical institutions holding the 

"Medical Institution Preparation License" in 2021, and the questionnaire code was 

shared in the medical institution management contact group. Finally, a total of 38 

questionnaires were collected, involving 27 medical institutions. 20 expert interview 

papers were distributed and 18 were recycled, with a recycling rate of 90%. If there is 
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inconsistent data among different personnel of the same medical institution in the 

collected questionnaire, please contact the relevant person in charge and regulatory 

authorities by phone to verify and confirm the correct and valid data, while excluding 

invalid data. The opinions collected from the open questions and the expert interview 

volumes are all included in the Grounded theory data coding analysis. The 27 medical 

institutions participating in the survey are distributed in 20 districts (counties) of 

Chongqing, including 9 Class II Class A hospitals (33.33%), 1 Class III hospital (3.70%), 

and 17 Class III Class A hospitals (62.96%). 19 hospitals with more than 500 employees 

accounted for 70.37%, their pharmacy staff accounted for 3.00-6.00%,  2 hospitals with 

100-500 employees accounted for 7.41%, their pharmacy staff accounted for 6.00% and 

8.50%, 2 hospitals with 50-100 employees accounted for 7.41%, their pharmacy staff 

accounted for more than 80.00%, 4 hospitals with less than 50 employees accounted for 

14.81%, and their pharmacy staff accounted for 4.10-6.00%. Half of the preparers was 

the person in charge (director and deputy director) of the preparation room (center), and 

the rest were pharmacists or Chinese pharmacists excepts for two drug control personnel.  

The 18 experts were interviewed included experts from municipal drug supervision and 

administration institutions, leaders of medical schools and directors of teaching and 

research departments, heads (directors and deputy directors) of hospital preparation 

departments (centers), and professionals with years of experience in preparation related 

work in medical institutions. 

Among the 27 medical institutions participating in the survey, 8 (29.63%) medical 

institutions set up preparation rooms and held 255 preparation approval documents with 

the Medical Institution Preparation License, including 183 chemical preparations which 

accounted for 71.76%, and 72 traditional Chinese medicine preparations which 

accounted for 28.24%. The approval number is mainly concentrated in Chongqing 

Traditional Chinese Medicine Hospital, which holds 153, accounting for 60.00%, and 

the other 7 hospitals hold several to twenty or thirty respectively.  In terms of personnel 

allocation in the preparation room, 35 people in Chongqing Hospital of Traditional 

Chinese Medicine, the remaining 7 hospitals have 3-9 people. Among them, 25 

Chongqing Hospital of Traditional Chinese Medicine are engaged in preparation in 

hospital, the remaining 1 to 3 people are engaged in preparation inspection in hospital, 1 

to 3 people are engaged in preparation management in hospital, 7 people from 

Chongqing Hospital of Traditional Chinese Medicine are engaged in preparation 

research and development in hospital, 3 medical institutions have no R&D personnel, 

and the other 4 hospitals have 2-3 people. 8 medical institutions have 255 approval 

numbers, including 3 tablets, 12 capsules, 4 pills, 2 granules, 0 injections, 28 mixtures, 8 

oral liquids and 7 transdermal preparations; No special preparation for children; Only 

one patent right is granted; In the past five years, 4 approval numbers were added and 96 

were cancelled. Of the 255 documents, 112 were prepared by our hospital, accounting for 

43.92%, 2 were entrusted, accounting for 0.78%, and 141 were not prepared, accounting 

for 55.29%. 

Of the 27 medical institutions participating in the survey,  only 7 (25.93%)  hold 

registration numbers for the preparation of traditional Chinese medicine preparations 

using traditional techniques,including 2 capsules, 5 pills, 11 granules, 43 mixtures, 1 

transdermal preparation and 34 other dosage forms, totaling 96.  No special preparation 

for children.  Only one patent right is granted. In recent five years, 29 new filing 

numbers were added.  The number of preparations in hospital is 48 which accounted for  
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50.00%.  The number of entrusted preparations is 19, accounting for 19.79%. The 

number of unprepared preparations is 13, accounting for 13.54%. 

Among the 27 medical institutions participating in the survey, 1 (3.70%) has 10-20 

classic famous prescriptions or famous Chinese medicine proven prescriptions that have 

been used clinically for more than 5 years.  1 (3.70%) has 5-10 classic famous 

prescriptions or famous Chinese medicine. 2 (7.41%) has 3-5 classic famous 

prescriptions or famous Chinese medicine, 5 (18.52%) has 1-3 classic famous 

prescriptions or famous Chinese medicine. 18 (66.67%) has no classic famous 

prescriptions or famous Chinese medicine. 

Of the 38 respondents, 20 (52.63%) thought it was necessary to further improve the 

laws and regulations related to preparations in medical institutions, 12 (31.58%) thought 

it was unnecessary, and 5 (13.16%) thought it was indifferent. 18 people (47.37%) had 

plans to develop or apply for new medical institutions’ preparations, while 20 people 

(52.63%) had no plans. However, as for whether they are interested in further developing 

preparations from medical institutions into new drugs on the market, 22 people (57.89%) 

were very interested in it, while only 3 people (7.89%) were not interested at all, and 13 

people (34.21%) 13 people (34.21%) followed the instructions of the leaders. 

3.2. Analysis of factors affecting the development of preparations in medical 
institutions 

SPSSAU was used to analyze the factors affecting the development of pharmaceutical 

preparations in medical institutions.  The KMO test value was 0.666 (>0.5); Bartlett 

sphericity test (p<0.05) is shown in table 1, indicating that the research data is suitable 

for principal component analysis.  According to the general principle of extracting the 

number of principal components (the cumulative variance contribution rate of the 

extracted principal components is ≥ 85%), the information that the first five principal 

components can explain 87.43% of the total variance of the original variables is shown in 

table 2. Although the characteristic roots of the fourth and fifth principal components are 

lower than 1, it is appropriate to extract the first five principal components in order to 

fully consider the relevant factors affecting the development of medical institutions as 

far as possible. See table 3 for load factor table. 

Table 1. KMO and Bartlett’s tests. 

KMO value KMO value 

Bartlett's Sphericity Test 

Bartlett's Sphericity Test 88.558 

df 28 

P value 0.000 
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Table 2. Variance interpretation rate table. 

Number 

Characteristic root Principal component extraction 

Characteristic  
root 

Variance 
interpretation 

rate% 

Cumulative
% 

Characteristic 
root 

Variance 
interpretation 

rate% 

Cumulative
% 

1 3.232 40.404 40.404 3.232 40.404 40.404 

2 1.31 16.378 56.782 1.31 16.378 56.782 

3 1.061 13.269 70.051 1.061 13.269 70.051 

4 0.777 9.718 79.77 0.777 9.718 79.77 

5 0.613 7.659 87.428 0.613 7.659 87.428 

6 0.439 5.492 92.92 - - - 

7 0.351 4.39 97.31 - - - 

8 0.215 2.69 100 - - - 

 
Table 3. Load factor table. 

Name 

Load factor 
Commonality 

(Common factor 

variance) 

principal 

component 

1 

principal 

component 

2 

principal 

component 

3 

principal 

component 

4 

principal 

component 

5 

Raw material source quality 

assurance and cost 
0.74 -0.16 0.244 0.354 -0.06 0.762 

Product R&D technology 0.668 -0.376 -0.132 0.115 -0.498 0.866 

Product pricing and revenue 0.608 -0.59 0.205 0.004 0.31 0.856 

Clinical efficacy and adverse 

reactions of the product 
0.805 -0.063 -0.198 -0.031 0.413 0.862 

Preparation and inspection 

equipment and technology 
0.763 0.217 0.119 -0.369 -0.291 0.864 

Allocation of pharmaceutical 

technicians 
0.608 0.333 -0.576 -0.327 0.072 0.924 

Importance of hospital leaders 0.34 0.465 0.737 -0.203 0.064 0.92 

Support from the hospital and 

relevant municipal departments 
0.393 0.645 -0.122 0.595 0.033 0.94 

3.3. Problems that need to be supported in pharmaceutical R&D planning of medical 
institutions 

SPSSAU was used to conduct principal component analysis on the problems that need to 

be supported by the pharmaceutical R&D planning of medical institutions, and the KMO 

test value was 0.704 (>0.5); Bartlett sphericity test (p<0.05) (table 4) shows that the 

research data is suitable for principal component analysis. According to the general 

principle of extracting the number of principal components (the cumulative variance 

contribution rate of the extracted principal components is ≥ 85%), the first four principal 

components can explain 90.13% of the total variance of the original variables, and the 

first three principal components can explain 82.51% of the total variance of the original 

variables.  See table 5. The characteristic roots of the third and fourth principal 

components are lower than 1, and the absolute value of the load coefficient of the fourth 

principal component is less than 0.4. It is appropriate to comprehensively consider the 

first three principal components for medical extraction.  See table 6 for load factor table. 
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Table 4. KMO and Bartlett’s tests. 

KMO value 0.704 

Bartlett’s Sphericity Test 

Approximate chi square 30.274 

df 15 

P value 0.011 

Table 5. Variance interpretation rate table. 

Table 6. Lad factor table. 

Name 

Load factor 
Commonality 

(Common factor 
variance) 

principal 
component 

1 

principal 
component 

2 

principal 
component 

3 

principal 
component 

4 

Need financial support 0.596 -0.646 0.118 0.351 0.91 

Need registration policy 
consultation and guidance 

0.785 0.042 -0.396 -0.395 0.931 

Need R&D technical 
support 

0.727 -0.493 0.087 -0.167 0.807 

Need to commission 
production 

0.7 0.361 -0.449 0.378 0.965 

Need independent pricing 0.496 0.745 0.345 0.044 0.922 

Necessity to relax the 
regulation restrictions and 
expand the clinical use to 

increase the benefits 

0.843 0.106 0.381 -0.075 0.873 

3.4.Rooting analysis of open issues 

3.4.1 Problem posing. Consult extensively the policy documents related to drugs, drug 

management, drug registration and hospital preparations, be familiar with the hospital 

preparations registration management and other work, carefully observe the preparation 

situation in the work, and observe the interaction between the subject and object.  Check 

the registration application materials.  By comparing and analyzing the practical data 

with the literature reviewed, we determined to carry out the relevant research on hospital 

preparations. 

Number 

Characteristic root Principal component extraction 

Characteristic 
root 

Variance 
interpretation 

rate % 

Cumulative  
% 

Characteristic 
root 

Variance 
interpretation 

rate % 

Cumulative 
% 

1 2.947 49.121 49.121 2.947 49.121 49.121 

2 1.359 22.655 71.776 1.359 22.655 71.776 

3 0.644 10.736 82.512 0.644 10.736 82.512 

4 0.457 7.614 90.126 0.457 7.614 90.126 

5 0.348 5.793 95.919 - - - 

6 0.245 4.081 100 - - - 
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3.4.2 Data collection.  According to the sorting and analysis of the mastered data, the 

expert interview outline was initially prepared. In consideration of the 

comprehensiveness and authority of the relevant information, the interviewees were 

determined to be the experts in drug supervision and management, the person in charge 

of preparations in the hospital, the person in charge of preparations in the medical 

institutions of the second and third level hospitals in Chongqing, and the college medical 

pharmacy experts.  The interview outline and interview quality shall be supervised by 

the expert in drug supervision and management.  Please select the interviewees to fill in 

the expert interview outline and summarize all the collected data for analysis and 

processing. 

3.4.3 Coding.  According to the qualitative research method of grounded theory, the 

new concepts and measures proposed or redefined are analyzed and compared with the 

previous literature reports for the collected data layer by layer comparative analysis and 

progressive coding, open coding, selective coding and theoretical coding [7]. 
Open coding  Considering the inconvenient source of the analysis tool software, which 

cannot replace the human brain analysis, and there are not too many text materials, this 

study uses manual coding to open the data obtained, and strives to maintain a completely 

free and open state in the process, line by line, word by sentence, and strive to be close to 

the original meaning, finally breaking the data on the development status and direction of 

the preparations in Chongqing medical institutions into 68 concepts, The proposed data 

on the development of preparations in medical institutions in Chongqing were broken 

into 141 concepts. Through the comparative analysis between concepts, identify every 

valuable phenomenon and recombine relevant concepts into categories.  Finally, 14 and 

15 categories were extracted respectively. In view of space limitation, the concept 

category, category and concept category constituting category are omitted. 

Selective coding  The 14 categories obtained from the data on the development status of 

preparations in medical institutions in Chongqing and the 15 categories obtained from 

the data on the suggestions on the development of preparations in medical institutions in 

Chongqing were analyzed in depth one by one.  The data were reviewed and the 

relevant literature was constantly consulted for comparison. The two core categories 

were obtained and further correlated and selectively coded using the "canonical model".  

At this stage of the study, nearly 100 new related literatures were retrieved.  Through 

detailed comparative analysis, the category characteristics obtained can no longer be 

further developed, and it was judged as theoretical saturation.  See table 7-8 for the 

paradigm table. 

Table 7. The paradigm model about core categories. 

Causal condition 

Intermediary 

conditions 

Action/ 

interaction 

strategy 

Intermediary 

conditions Phenomenon result 

core 

 

category 

A1 

A7, A2, A9, 

A13 A5, A6 

A12 A14 A10 A4, A8 A3 

AA1: The government, 

hospitals and the market 

did not pay enough 

attention, and the 

preparations of medical 

institutions could not keep 

up with the development 

of the market, the 

pharmaceutical industry 

and the drug 

administration 

Market 

production 

development 

Drug 

administration 

supervision 

AA1 context: In the market dimension, the preparations of medical institutions are similar to or substitute for a large 

number of products. In the production and development dimension, the development of preparations of medical 

institutions and their productivity can not keep up with the development of modern pharmaceutical industry

 [8]
. In the 

drug administration and supervision dimension, the supervision of the drug administration on modern pharmaceutical 

industry is applied to the preparations of medical institutions, which makes them at a loss. The government, hospitals 

and the market do not pay enough attention to and invest in the preparations of medical institutions, and the 

preparations of medical institutions shrink rapidly, The existing preparations are only distributed in the top three 

hospitals in the main city, and traditional Chinese medicine preparations are far from new drugs, not to mention the 

role of "incubator" for new drug research and development. 
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Table 8. The paradigm model about core categories. 

Causal 

condition 

Intermediary 

conditions 
Action/interaction strategy 

Intermediary 

conditions 
Phenomenon result 

core 

 

category 

A3, A4 A1 

A2, A7, A9, 

A15 

A10 A5, A12 A6, A11 

A13 A14 A8 

AA2: The 

existing 

pharmaceutical 

products "select 

the best to 

improve the 

quality", the 

clinical urgent 

need, diversified 

and characteristic 

traditional 

Chinese medicine 

preparations are 

the focus, and 

"increase capital 

and personnel to 

increase strength" 

and "integration 

and joint 

construction" 

promote 

development. 

The existing 

preparation 

products are 

"optimized" 

Promoting 

the filing of 

traditional 

Chinese 

medicine 

preparation

s 

"Increase capital, 

increase staff, 

increase strength", 

"integrate and 

jointly build", 

develop medical 

institutions, 

prepare and 

incubate new 

drugs 

The government 

coordinated the 

deployment, improved 

and supported a series of 

policies, systems, 

specifications and 

technical documents, 

and put them into place 

to promote the 

development of new 

preparations and 

incubate new drugs in 

hospitals 

AA2 context: Those who have advantages in the pharmaceutical incubation of new drugs in medical institutions believe that 

new drugs can be marketed only with funds and transformation platforms. The development of preparations is difficult, and 

there is a long way to go. The development of preparations in medical institutions depends to some extent on the degree of 

attention paid by the hospital leaders. The targeted policy is to “select the best and improve the quality” of existing 

preparations; The government coordinated the deployment, improved and supported a series of policies, systems, 

specifications and technical documents, and promoted and implemented them in place, “Increase capital, increase staff and 

increase strength” and “integrate and build together” promote the development of new preparations and incubate new drugs 

in hospitals. Focus on the research and development of the varieties of traditional Chinese medicine preparations that are in 

short supply in the market and urgently needed in the clinic, and develop in a diversified and characteristic way in the 

process of inheritance and innovation. 

 

In view of space limitations, the verification of AA1 and AA2 evidence chains will not 

be narrated here. Through comparative analysis and coding of collected data layer by 

layer and comparison with previous literature reports, three new concepts are proposed 

or redefined: “selecting the best and improving the quality”, “increasing capital, 

increasing staff and increasing strength” and “integrating and building together”. 

"Selecting the best and improving the quality" is to adapt to the high standard 

requirements of the new situation on the safety, effectiveness, quality control and other 

aspects of medical institutions' preparations.  Guided by clinical needs and efficacy, the 

hospital, in combination with the actual situation, conducts a careful and responsible 

analysis of the existing preparation varieties, specifications, output, clinical data, etc., 

screens and makes decisions, and selects the preparation varieties with clear clinical 

positioning and obvious clinical value, Concentrate on increasing investment, refer to the 

latest requirements of pharmaceutical preparations and new drug research and 

development in medical institutions, and actively carry out intensive research in various 

aspects such as optimizing processes, improving standards and accurately enhancing 

clinical safety and effectiveness with new technologies, so as to obtain the development 

of pharmaceutical preparations in medical institutions and the transformation of new 

drugs. 

“Increasing capital, increasing staff and increasing strength” is to increase capital 

investment, strengthen the construction of R&D team, improve professional and 

technical literacy, enhance R&D innovation, and develop high-quality traditional 

Chinese medicine preparations with clear positioning and significant effects into new 

drugs on the market through inheritance and innovation. 

"Integrating and building together" means that there are many difficulties for 

hospitals to develop medical institutions to incubate and market new drugs on their own.  

The government can uniformly coordinate and deploy the featured preparations that 

hospitals focus on, improve and support a series of policies, systems, specifications, 

processes and technical documents, promote and implement them in place, integrate 

preparation R&D and preparation resources, and build a preparation and achievement 
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transformation center through "medical school (research) enterprise" collaboration, We 

will promote the development of pharmaceutical preparations and new drug incubations 

in medical institutions, while avoiding the loss of state-owned assets. 

Theoretical coding  Through further investigation of the two core categories and 

interactive comparison with the original data, we can find the implicit interrelationship 

between concepts or categories, sort out and organize the substantive coding concepts 

and categories with the help of the "story line" of the development and research 

questions, and initially build a theoretical framework, that is :Due to the insufficient 

attention paid by the government, hospitals and the market, the development of 

preparations in Chongqing's medical institutions could not keep up with the development 

of the pharmaceutical industry and drug administration supervision. In view of this, the 

government should coordinate the deployment of "capital increase, staff increase, 

strength increase" and "integration and joint construction" to promote development, 

focus on the research and development of Chinese medicine preparation varieties that are 

in short supply in the market and are urgently needed clinically, and incubate new drugs 

in the process of inheritance and innovation.  

We further searched the literature and made a comprehensive review and 

comparative analysis. It is especially suggested that the data information of the literature 

retrieved is nationwide rather than limited to Chongqing. The "story line" of the 

development status and development suggestions of Chongqing medical institution 

preparations developed by the grounded theory method in this study basically covers the 

existing problems of literature disclosure and suggestions for solutions. 

4. Discussion 

4.1. The medical institutions in Chongqing have a weak foundation of preparations, 
and the Traditional Chinese Medicine Hospitals in Chongqing account for half of the 
whole city.  

Among the hospitals participating in the survey, the 8 hospitals with preparation rooms 

are equipped with 3-9 staff members related to preparations from medical institutions, 

except Chongqing Traditional Chinese Medicine Hospital, which has 35 staff members. 

The 27 medical institutions participating in the survey held 255 drug preparation 

approval numbers in total, of which 153 were held by Chongqing Hospital of Traditional 

Chinese Medicine, accounting for 60.00%. The new approval numbers in recent 5 years 

are all newly added by Chongqing Traditional Chinese Medicine Hospital.  There are 

total 112 preparations make up by themselves medical institution and 65 (58.04%) come 

from Chongqing Traditional Chinese Medicine hospitals. The 27 medical institutions 

participating in the survey have 96 filing numbers of traditional Chinese medicine 

preparations, 42 of which are held by Chongqing Hospital of Traditional Chinese 

Medicine, accounting for 43.75%.  The total number of preparations prepared by this 

hospital is 48, 25 of which are held by Chongqing Hospital of Traditional Chinese 

Medicine, accounting for 52.08%. There are 35 classic famous prescriptions or 5-10 

proven traditional Chinese medicine prescriptions that have been used clinically for 

more than 5 years 
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4.2. Main factors affecting the development of pharmaceutical preparations in medical 
institutions 

The five main factors affecting the development of preparations in medical institutions 

are in turn preparation, testing equipment and technology; Product pricing and revenue; 

Degree of attention paid by hospital leaders; Support from the hospital and relevant 

municipal departments; Clinical efficacy and adverse reactions of the product.  The 

analysis results are basically consistent with those involved in the current development 

of preparations in medical institutions and the collection of suggestions on open issues. 

4.3. Hospitals with preparation R&D plans of medical institutions mainly need three 
aspects of support 

Hospitals with pharmaceutical R&D plans of medical institutions mainly need support 

from three aspects, namely, expanding clinical use to increase income; Independent 

pricing is required; Entrusted production is required.  Relax the restriction on 

dispensing and expand the clinical use.  On the one hand, hospitals can increase the 

income, on the other hand, they can collect more clinical data to prepare for the 

incubation of new drugs.  It is worth noting that in the process of expanding the clinical 

use, the safety and effectiveness of products should be analysed accurately with 

reference to the requirements of clinical research materials of new drugs.  Entrusted 

production allows pharmaceutical enterprises with advantages in production conditions 

and resources to easily solve problems such as the hospital's own allocation of no factory, 

no equipment and no technicians, and prompts the urgent need to solve the construction 

of hospital enterprise communication platform. 

4.4. Problems of new drugs incubated by medical institutions 

There are a total of 8 options for the question of which aspects of support are needed to 

further research and development of medical institutions' formulations into new drugs 

for the market,among the 38 valid questionnaires, none of them chose "no support is 

needed, the hospital can solve the problem by itself", while 35 (92.11%) chose "technical 

guidance for research and development" and "guidance for policy interpretation on 

requirements related to registration and approval"; 19 people (50.00%) chose to lower 

the standard for registration review, while other options exceeded 70%. This problem is 

not suitable for principal component analysis or factor analysis. In addition to the 

unscientific setting of exclusion options, it also shows that the transformation from 

hospital preparations to new drugs is very technical, and the requirements for the 

registration and approval of new drugs make hospital personnel confused.  From 

medical institutions to new drugs on the market, it is also the same as new drug research 

and development, with high investment and long cycle.  We really need to solve many 

problems. 

5. Conclusion 

After reviewing the problems and suggestions of the open description, the grounded 

research summarized that: due to insufficient attention from the government, hospitals 
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and the market, the development of preparations in Chongqing's medical institutions 

could not keep up with the development of the pharmaceutical industry and drug 

administration.  In view of this, the government should coordinate, deploy, improve and 

support a series of policies, systems, specifications and technical documents to promote 

the development of medical institutions' preparations by "selecting the best and 

improving the quality" of existing medical institutions' preparations, "increasing capital 

and personnel to increase strength", "integrating and co constructing", and focus on the 

research and development of Chinese medicine preparations that are in short supply in 

the market and urgently needed clinically, and incubate new drugs through inheritance 

and innovation. 

6. Deficiencies and prospects 

There are many and complicated problems in pharmaceutical development and new drug 

research and development in medical institutions.  When designing the questionnaire 

items, the length of the questionnaire was taken into account, so the design of 

homogeneous problems was not enough and the correlation was not strong enough.  If 

further classification and separate volume survey were carried out, more accurate results 

could be obtained. 

The scientific research method of Classic Grounded Theory is used to discuss the 

development of preparations in medical institutions in Chongqing. However, due to the 

limitation of time, energy and research ability, this topic has many shortcomings. For 

example, in the research of preparations in medical institutions, many important issues 

such as process standards and application materials have not been further classified and 

deeply rooted, the development of preparations in medical institutions has summarized 

that the development direction is the clinical urgent need for characteristic traditional 

Chinese medicine preparations, but the specific way to carry out the research and 

development of the clinical urgent need for characteristic traditional Chinese medicine 

preparations has not been further discussed, which needs to be further deepened in the 

future research.  The whole article is based on the data collection of questions and 

suggestions, and the preliminary theoretical summary proposed needs to be verified and 

improved in practice.  At the same time, the study failed to conduct research on more 

provincial and municipal related issues. In the future, more samples need to be collected 

for research, and compared with the data obtained in this study, to continue to deepen and 

enrich the connotation of the concepts and categories proposed in this topic. 
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Abstract. With the popularization of online shopping, more and more 

advertisements are being placed on online shopping platforms. The impact of 
advertisements on consumers' online impulsive buying behavior has attracted much 

attention, and the phenomenon of consumers making online impulsive purchases is 

becoming more and more common. This field has become a hot research topic for 
scholars. This article aims to summarize the connotation of visible advertising, 

summarize indicators of consumer online impulse buying behavior, compare and 

analyze the impact of visible advertising on consumer online impulse buying 
behavior, and provide management decision-making reference for advertisers and 

e-commerce platforms. 

Keywords. Online shopping, Advertising visibility, Impulsive buying behavior  

1. Introduction 

Impulsive buying is caused by a sudden desire to purchase, usually without a detailed 

purchase plan in advance, without considering long-term needs, and is an irrational 

behavior [1]. In the process of impulsive purchasing, consumers tend to focus their 

attention on the advantages of the product and overlook its drawbacks, resulting in the 

inability to objectively recognize and evaluate the product's attributes [2]. In impulse 

buying, there are many conflicting considerations. Impulsive buying refers to consumers 

who make purchases without a plan and cannot avoid it [3]. After being stimulated by 

the external environment, consumers ignite a strong and uncontrollable desire to 

purchase, which is a purchasing behavior that occurs as self-control weakens [4]. In 

addition, it may also be affected by advertising visibility, as advances in information 

technology and the rapid development of e-commerce have led to a shift from offline to 

online purchasing behavior. Transforming consumers to meet their daily needs through 

online shopping [5]. Therefore, this opens up opportunities for traders in the market to 

meet consumer shopping needs through online systems without having to go to the 

market location [5]. Every company must adjust its marketing strategy by entering online 

systems to sell its products [6]. Nowadays, online impulse buying is increasingly 

becoming a trend. It is estimated that approximately 40% of online consumer spending 
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is caused by impulsive online purchases [7]. Online impulse buying is a sudden, 

immediate, and unplanned behavior of consumers online [8]. It can be concluded that 

online shopping is an increasingly growing trend today, especially impulse buying. 

Therefore, with the rapid competition between online stores today, ideal online marketers 

need to consider the factors that affect consumers' online shopping. One factor to 

consider is advertising visibility. This study suggests that the effectiveness of advertising 

and brand awareness has a direct positive and meaningful impact on purchase intention 

[9]. Social media marketing and advertising effects indirectly have a positive and 

significant impact on brand awareness purchasing intentions. 

2. Analysis of current research status 

2.1.  Analysis of Research on Visible Advertising 

Advertising visibility is an important component of measuring the effectiveness of 

display advertising. Advertisements on e-commerce platform web pages are not seen by 

consumers on the internet, and invisible or only partially visible advertisements do not 

have the opportunity to reach consumers, which will lead to ineffective advertising 

placement. Therefore, an increasing number of advertisements mainly seek to evaluate 

the value of displayed advertisements from the perspective of whether they are visible, 

and hope to pay only through visible exposure, rather than web page access requests for 

exposure. Advertisers are also beginning to try to measure whether the advertisements 

they display are visible. 

The industry average reported by ComScore in 2013 was 54% of online advertising 

that is invisible, while Google's average by media is 50.2%. After intense discussions 

and experiments in mature foreign markets, in 2014, The Media Rating Council (MRC), 

in collaboration with the Interactive Advertising Bureau (IAB) of the United States, has 

jointly released the industry's advertising visibility measurement standards [10]: "For PC 

display advertisements, display at least 50% pixels in the visual area and display at least 

1 second, especially for video advertisements, the display time is set to at least 2 seconds. 

The standards proposed by MRC have been understood and recognized by mainstream 

internet advertising platforms. 

With the increasing attention paid to advertising in the industry, domestic and 

foreign scholars have also published some literature on technology. Zhang Weinan and 

others conducted empirical research on the measurement of visible exposure in display 

advertisements [11]. Usually, when an advertisement is loaded into a browser's webpage, 

it is considered an advertisement exposure. The article measures and determines the 

precise exposure times of displayed advertisements from two dimensions: the percentage 

of displayed pixels and the exposure time. It is concluded that more than 75% of 

displayed advertisements are displayed, and the display duration is at least 2 consecutive 

seconds, which can be considered as visible exposure. Wang Chong and others proposed 

collecting data from the media side to study the visual prediction of users' scrolling depth 

on the page, that is, there may be advertisements at the scrolling position of the page, 

which can predict the visibility of advertisements [12]. This article proposes two new 

models to predict the visibility probability under specific surface depths and verifies their 

advantages compared to other models. Bounie David and others conducted a 

comprehensive economic analysis of online advertising revenue after the use of visual 

technology. They discussed the impact of visual technology on advertising display, 
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advertising prices, media revenue, and user experience [13]. Xie Xing and others 

introduced the process of image advertising platforms for image search and image upload. 

This platform can set different weights for images or image hotspots, and combine them 

with the platform's advertising library for advertising matching or bidding [14]. 

In addition, advertisers envision the practical use of visual display advertising: for 

example, visible exposure serves as the basis for purchasing in display advertising 

purchasing activities; Alternatively, by measuring the visibility of media advertising 

space, optimizing page layout design to balance advertising revenue and user experience; 

The data related to display advertising visibility is applied to the real-time advertising 

bidding process, which means that for exposure with high visibility, higher bids can be 

made [15]. However, ultimately, the importance of display advertising lies in its 

feasibility. Google refers to the standard of measuring whether displayed advertisements 

are actually viewed as "visible", increasing its visibility as the universal currency for 

advertising purchases, and making some progress in its business processes [16]. Since 

Google launched a visual based advertising purchasing service in its display advertising 

network, it has become an important factor for advertisers and advertising agencies to 

purchase advertisements. 

At present, there is relatively little research on advertising visibility in the Chinese 

market. Only a few advertising platforms in the advertising ecosystem provide visibility 

measurement data, and due to differences in measurement methods, visibility data lacks 

transparency. The use of visible exposure as a delivery indicator has not yet formed a 

unified understanding, so it is necessary to introduce foreign theories and research results, 

in order to trigger further research and practical applications in different situations. 

2.2.  Analysis of Research on Impulsive Buying Behavior 

Hawkins Stern's impulse buying theory, named after its proposer, Hawkins Stern, was 

proposed in 1962. This theory provides a different perspective on consumer purchasing 

behavior from most contemporary consumer behavior theories. Stern claims that 

customers' impulsive buying behavior is caused by external influences. According to this 

theory, marketers may persuade customers to purchase more products than they expected 

[17]. A recent survey targeting American customers found that 80% of respondents made 

impulsive purchases online, confirming previous findings [18]. Digital marketers are 

skillfully blending technology with their marketing goals to induce spontaneous 

purchases by the target audience [19]. Impulsive buying is a complex consumer behavior. 

In this process, consumers often make sudden decisions due to the attractiveness of 

external things. Due to strong sudden attraction, consumers often lack detailed and 

repetitive thinking in the decision-making process, often making quick and temporary 

decisions with strong impulsiveness. Cobb and Hoyer found that when consumers do not 

have a clear purchasing awareness, impulse buying is usually a temporary decision made 

by consumers [20]. Rook believes that impulsive buying behavior is caused by 

fluctuations in consumer emotions, which is usually a form of uncontrollable behavior. 

From the perspective of psychology, the impulsive purchasing behavior of consumers 

can be divided into two aspects: psychological impulse and impulsive behavior [21]. 

Wood found that impulse buying is mainly due to consumers lacking a certain degree of 

willpower. He believes that impulse buying generally includes two forms: free choice of 

purchasing behavior but lack of optimal judgment; Another type is compulsive impulse 

buying caused by compulsive will [22]. Therefore, this theory supports the impact of 

advertising visibility on customer impulse buying behavior. 
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The online impulse buying behavior of consumers may be caused by changes in 

external factors, thereby stimulating their emotions. Ning and others constructed a factor 

model for the impulse buying intention of online group buying consumers. Through 

questionnaire surveys and data analysis, it was concluded that consumer impulse buying 

has a positive impact on product characteristics, store environment, and consumer 

personality traits [23]. Li Yun studied the influencing factors of college students' impulse 

buying intention in the online purchasing environment, divided the environmental factors 

that promote college students' impulse buying into internal and external parts, and 

constructed corresponding theoretical models. The research results indicate that college 

students' personality traits, multi effect interactions, and diversity with the external world 

are more likely to encourage consumers to engage in impulsive consumption; The 

external factors of websites as shopping channels will not affect consumers' impulsive 

consumption [24]. Li Yifan conducted a study on impulsive consumption through online 

promotion methods. During the research process, we found that product factors, external 

environmental factors, individual characteristics of consumers, and consumption 

scenarios all affect consumers' impulsive purchasing behavior. Through a questionnaire 

survey of college students, it was found that promotional activities such as special offers, 

discounts, special offers, and lotteries have a positive impact on consumers' impulsive 

purchasing behavior [25]. Zhao and others explored the behavioral mechanism of 

consumers' online impulse buying. His research suggests that consumers' online impulse 

buying is influenced visually by website design, and product descriptions, website 

navigation, and visual display design of online stores can promote consumers' impulse 

buying [26]. Gan Xueping studied the impact of social media on consumers' impulse 

buying intention. Based on the influence of social media, it decomposes social media 

into six main influencing factors. Through empirical data research, social media has a 

positive impact on consumers' impulse buying intention through their perceived value. 

Research on consumer impulse buying behavior has shown that consumers' product 

characteristics, interests, attractiveness, interaction, and personal characteristics all affect 

their impulse buying intentions [27]. Gong and others studied the impact of online live 

streaming atmosphere on consumers' impulse consumption intention and found that 

atmosphere cues have a significant positive impact on impulse consumption intention; 

The atmosphere cues have a significant positive impact on the flow experience; The 

mobile experience has a positive impact on impulsive consumption intention[28]. 

3. Summary 

Based on the above research analysis and summary, this article proposes certain 

marketing suggestions for e-commerce platforms and merchants, mainly in the following 

aspects: 

Develop flexible and diverse online marketing strategies. Related studies have 

shown that product characteristics and store environment have a positive impact on 

consumers' impulsive purchase intention. Most consumers see advertisements and pages 

related to product features during online shopping, which stimulate their emotions and 

form impulsive purchasing behavior. Therefore, increasing the visibility of product 

features and store environment advertisements can attract more consumers' attention. On 

the other hand, in addition to increasing the visibility of regular discount advertisements 

during regular time periods, it is also possible to increase the visibility of event 

advertisements such as giving small gifts, sending coupons, and full discounts. In 
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addition, centralized advertising promotion activities will be carried out in conjunction 

with specific festivals, such as the Double Eleven and Double Twelve Shopping Carnival, 

Spring Festival, Christmas, etc. On the other hand, combined with the popular online 

shopping live streaming as a means of communication, visual marketing stimulation is 

added to create a sense of integration and experience for consumers. During live 

streaming, advertising arrangements should be concise, paired with warm colors to create 

a sense of comfort and generate more positive emotions. 

Increase the visibility of interactive advertising in online shopping. The latest 

research has found that when consumers perceive high interactivity, it can lead to higher 

impulse buying intentions. Firstly, the page design of online shopping platforms should 

be hierarchical and easy to operate. Display and display information such as product 

types and promotional activities, in order to enable consumers to quickly and 

conveniently find the products they need. Secondly, when consumers watch interactive 

advertisements, businesses should respond quickly and form an effective interactive 

environment. In some online shopping platforms with high traffic, interactive advertising 

has high visibility, and consumers can interact more with merchants. Sometimes, 

questions raised by merchants are answered in a timely manner, which can improve the 

shopping experience of consumers. At the same time, combining the enthusiastic attitude 

and sincere expression of the host in modern live streaming can enhance consumers' 

liking for them. Finally, interactive advertising should have the function of providing 

personalized services, paying attention to consumers' needs, and then providing 

appropriate products based on their needs, so that consumers feel sufficient respect and 

attention. 

Segmenting the characteristics of consumers and implementing differentiation 

strategies. Based on relevant research, it has been found that when consumers have high 

impulsive traits, they are more likely to be motivated to develop impulsive purchasing 

intentions and further transform into impulsive purchasing behavior. Therefore, 

enterprises should enhance their attention recognition and understanding of these 

consumers' purchasing preferences and habits. Based on information acquisition and 

analysis from several aspects such as the duration of consumers watching short 

advertising videos, the transaction duration of purchasing goods, and the types of goods 

purchased, appropriate marketing strategies can be adopted for different types of 

consumers to maintain customer stickiness. 
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Abstract. The Industrial Internet can be used in enterprises for predictive 

maintenance, location tracking, workplace analysis, remote quality monitoring and 
energy optimization. To realize the development of the industrial Internet, a large 

number of high-quality industrial Internet talents are indispensable. These talents 

not only need to have a solid foundation of engineering technology and a good level 
of computer technology but also need to have a deep understanding and grasp of the 

industrial production process and be able to develop suitable industrial Internet 

solutions according to actual needs, to promote the steady development of the 
industrial Internet. Based on preliminary research and communication with 

enterprises, this paper designed some courses for Industrial Internet Talent Training. 

Keywords. Industrial Internet, Talent Training, Enterprise Application Demand 

1. Introduction 

As an important part of the new generation of the information technology industry, the 

industrial Internet is not only an important part of the new infrastructure but also the 

main way and means of digital transformation of the real economy. The innovation and 

development of the industrial Internet have become a national strategy. Industrial 

Internet is a new type of infrastructure, application mode, and industrial ecology formed 

by the all-round and deep integration of the new generation of information technology 

and industrial system, which mainly consists of four parts: network, platform, security, 

and data. Among them, the network is the foundation, data is the element, the platform 

is the core, and security is the guarantee. 

Industrial Internet focuses on key industries such as equipment, electronics, 

chemical industry, mining, food, pharmaceuticals, steel, energy, construction, and 

transportation, providing all-cloud and all-scene solutions for the intelligent 

transformation of the manufacturing industry, breaking through core technologies such 

as identification analysis, industrial safety, and deterministic network. 

 However, based on the rapid development of the industrial Internet and related 

industries and technologies, the existing curriculum content and teaching methods can 
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no longer meet the needs, and the talent training mode urgently needs to be connected 

with industries and industries [1]. 

 To fully meet the demand of industrial Internet talent, we should innovate and carry 

out the cooperation of "industry, education, and research", carry out the strategy of 

strengthening the country by talents, promote the construction of technical and skilled 

personnel in the new vocational field, and promote the training of talents in the new 

economic field. Higher education personnel training also needs to fully connect with 

industry and enterprise research, and carry out the reform of curriculum content and 

teaching methods [2].        

2.  Research status and current problems 

According to strategic positioning and planning, the industrial Internet includes five 

major businesses [3]. As Table 1 shows: 

 
Table 1. five major businesses 

 

No. Name Discribe 

1 industrial 

equipment 

including special industrial equipment, digital equipment after digital 

transformation, and intelligent products upgraded through active labeling, to 

become industrial equipment layer product service providers 

2 industrial 

communication 

including identification analysis, spark chain network facilities, enterprise 

internal and external network hybrid networking and 5G + industrial Internet, 

including industrial deterministic network 

3 industrial 
Internet 

platform 

which mainly solves the cross-industry and cross-domain problems of 
enterprises, and creates many platforms with industry and regional 

characteristics and professional platforms 

4 industrial 
software 

including industrial design software, business management software, industrial 
control software, and embedded software 

5 industrial 

safety 

By creating industrial security products, it provides five layers of security to 

ensure the data security of enterprises from R & D, design to production and 

sales. 

 

The key to the transformation and upgrading of the industrial economy is talent, 

which is the core element of the development of the industrial Internet. However, there 

are many problems in the construction of the industrial Internet talent team, which has 

become the main "bottleneck" restricting the rapid development of the industrial Internet. 

The industrial Internet is the deep integration of the new generation of information 

technology and the manufacturing industry, and the landing application requires cross-

border talents who understand both industrial operation and network information 

technology. The industrial Internet education should be theoretical education, which 

requires hundreds of years of industrial experience to be transformed into useful 

knowledge to reuse and software, and its technological innovation and application need 

to be coordinated in many fields and disciplines, including software engineering, 

enterprise management, product design, robotics, and equipment [4].  

3. Research course content and teaching method 

This paper will study the training of industrial Internet talents from the following 

two aspects: 
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3.1.  Research on course content docking with industry enterprises 

In terms of course content, according to the software development needs of 

enterprises such as industrial control and equipment management, new engineering 

courses such as rapid software development and other basic, cross-cutting, and 

professional courses can be offered [5]. 

Based on preliminary research and communication with enterprises [6], the 

following rapid development courses are listed: 

 
Table 2. the list of courses 

 

No. Course name Content Class hours 

1 
An overview of 

container technology 
PPT/Video 

2 

2 
Container product 
introduction 

PPT/Video 2 

3 
Fundamentals of 

DevOps 
PPT/Video 2 

4 DevOps Datasheet PPT/Video 2 

5 DevOps Field Camp PPT/Video 2 

6 
Agile development 

management 
PPT/Video 2 

7 Continuous delivery PPT/Video 2 

8 Technical operation PPT/Video 2 

9 Microservices PPT/Video 2 

10 Service Grid PPT/Video 2 

11 
Micro-service 

practice 
PPT/Video 4 

12 Big Data Foundation PPT/Video 4 

13 
Hive Data 

Warehouse Tool 

Technology 

PPT/Video 4 

14 
HBase Real-time 

Distributed NoSQl 

Database 

PPT/Video 4 

15 
Spark Big Data 

Processing Technology 

and Application 

PPT/Video 4 

16 

Practical Cases of 

Industrial Internet 
Application in Different 

Industries and Fields 

PPT/Video 4 

 

3.2. Research on teaching methods docking with industry and enterprises 

        In terms of teaching methods, in addition to traditional classroom teaching and 

practical teaching, we can also use the industrial Internet platform of enterprises to 
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complete developer tasks and carry out new teaching methods reform [7]. Relying on the 

dominant disciplines, carry out the development and research of practical training and 

practice in related fields, including but not limited to the industrial Internet equipment 

management or control software involved in the current industrial Internet platform [8]. 

So, we can make full use of the platform of enterprises and help them to improve their 

product. 

 
Table 3. Introduction to the courses 

 

No. categories name Introduction to the course 

1 

Industrial 

Internet of 

Things 
Training 

Platform 

Industrial 

Internet of 

Things 
technology 

Provide IOT equipment demonstration, in-depth understanding of 
IoT and hardware, wireless sensor network application 

technology, RFID application technology and other basic 

knowledge and skills, so that students can master the basic 
knowledge and application scenarios of IoT, and learn how to 

build industrial IoT based on typical manufacturing production 

lines [9]. 

2 

Industrial 
Internet of 

Things 

Platform 

Demonstrate the industrial Internet of Things platform, 
understand the platform architecture, understand the industrial 

data acquisition and data analysis module, and operate the data 

acquisition and data analysis process. To enable students to master 
the principles and methods of industrial data acquisition, data 

processing and presentation. Functional scenarios such as real-

time monitoring of factory environment and monitoring of 

electricity consumption are simulated [10]. 

3 

Industrial 

Application 

Developme
nt Training 

Platform 

Industrial 

Application 

Developme
nt Training 

Platform 

The training platform provides a series of basic tools and 

components for application and integration. Quickly generate and 

integrate application software based on the development mode of 
no code or a very small amount of code on the platform. To enable 

students to master the process of development and integration of 

industrial applications [11]. 

4 

Industrial 
Big Data 

Training 

Platform 

Build 
industry 

data 

lake/data 
center 

The IBP data factory supports data access of multiple data sources 
and multiple data types, and builds a data lake through efficient 

processing, which is convenient for users to manage data in a 

unified and convenient way. At the same time, IBP data factory 
has accumulated rich industry models and algorithms in various 

business areas to analyze the data in the lake. Through practical 

training, students can master the data components, data source 
configuration and data cleaning functions of IBP data factory, and 

cultivate the ability to build a data platform [12]. 

5 
Massive 
data 

computing 

Capacity expansion and shrinkage of the cluster, providing a 

variety of relational databases and big data databases, and 
providing big data computing components such as MapReduce, 

Spark and SparkSQL. Through practical training, students can 

choose the appropriate system architecture to deploy the system 
for the customer according to the actual business scenario of the 

customer, and use the appropriate big data computing components 

to meet the customer's requirements for timeliness of business 

data computing [13]. 

6 

Real-time 

streaming 
data 

analysis 

Analyze monitoring real-time stream data and support online 

monitoring alarm; The analysis of traffic flow data supports real-

time display of traffic hot spots, optimization of signal timing and 
guidance of driving routes. The analysis of user usage data 

supports real-time recommendation and optimizes the 

recommendation algorithm. 
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7 
Data 
acquisition 

exchange 

The industrial big data training platform supports the access of 

multiple database data sources, including but not limited to 

Oracle, MySQL, SQLServer, DB2, Hangao and other mainstream 
relational databases at home and abroad, HBase, MongoDB and 

other NoSQL data sources; At the same time, it supports a variety 

of different types of structured, semi-structured and unstructured 
data access. Support business system data collection, reporting 

and exchange requirements. Through practical training, students 

can master the technology of big data aggregation [14]. 

8 

Visual 
application 

developme

nt 

Industrial big data training platform has built-in rich data 
visualization components, while meeting the needs of business 

charts, dashboards, reports and large screens, supporting the 
construction of business application visualization. Through 

practical training, students can master rich data visualization 

components, and have business application visualization 
construction according to the needs of business charts, 

dashboards, reports and large screens. 

9 

Intelligent 

Manufactur
ing 

Training 

Platform 

Practical 

Course of 
Introductio

n to 

Intelligent 
Manufactur

ing 

Engineerin
g 

System analysis method, system diagnosis method and system 

implementation for learning intelligent manufacturing 
engineering 

10 

Fundament

als of 
Intelligent 

Manufactur

ing 
Production 

Manageme

nt 

Understand the production management concepts such as 

assembly line, process and yield; Understand the PDCA process 

in the production process; Be able to make production plans for 
small production lines and realize visual display; Understand the 

concept of line balancing and be able to identify bottleneck 

processes; Conscious of quality, on-time delivery and cost 
control; Able to read and fill in production reports. 

 

4. The Discussion and Conclusion 

With the rapid development of a new round of scientific and technological revolution 

and industrial transformation, the Internet has extended rapidly from the consumption 

field to the production field, the industrial economy has expanded from digitalization to 

networking and intellectualization, and the innovative development of the Internet and 

the new industrial revolution have formed a historic intersection, giving birth to the 

industrial Internet. Accelerating the development of the industrial Internet and promoting 

the deep integration of the new generation of information technology and the 

manufacturing industry is the key to conforming to the trend of technological and 

industrial change, speeding up the construction of manufacturing power and network 

power, to deepen the structural reform of supply side, to promote the transformation and 

upgrading of the real economy, and to achieve the goal of "carbon peak, carbon 

neutralization" Therefore, with the continuous development of the industrial Internet 

technology, the demand for industrial Internet talents will be growing in the future. It is 

predicted that by 2025, the talent gap in the core industry of the industrial Internet will 

reach about 2.54 million. It is more and more important to strengthen the training of 

industrial Internet talents and continuously improve their skills and comprehensive 

N. Shan et al. / Research on Industrial Internet Talent Training118



quality. Through the cooperation and research with many enterprises and universities in 

the early stage, this paper proposed the reform plan of the curriculum system and 

teaching method of industrial Internet talent training, hoping to meet the rapidly growing 

needs of industrial Internet talent. 

References 

[1] Khan, A.R., Chishti, M.A. βDSC2DAM: beta-dominating set centered Cluster-Based Data Aggregation 

mechanism for the Internet of Things. J Ambient Intell Human Comput 13, 4279–4296 (2022).  

[2] Yang, Y. ,  Zheng, D. ,  Shi, W. ,  Gong, M. , &  University, Y. . (2019). Research on innovative teaching 
reform of c language programming for training of new engineering talent. Computer Era. 

[3] China Academy of Information and Communications Technology. Industrial Internet industry economic 

development report. 2020. 
[4] CISCO (2020) Cisco annual internet report (2018–2023) White paper. 

https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-

paper-c11-741490.html. Accessed 24 Feb 2020. 
[5] Wang L ,  Gao T ,  Zhou B , et al. Manufacturing service recommendation method toward industrial internet 

platform considering the cooperative relationship among enterprises. Expert Systems with Applications, 

2022, 192:. 
[6]   Dm A ,  Np B ,  Ja B . Production management guided by industrial internet of things and adaptive 

scheduling in smart factories. Design and Operation of Production Networks for Mass Personalization in 

the Era of Cloud Technology, 2022:117-152. 
[7]   Chai T Y ,  Liu Q ,  Ding J L , et al. Perspectives on industrial-internet-driven intelligent 

optimizedmanufacturing mode for process industries. SCIENTIA SINICA Technologica, 2022, 

52(1):14-25. 
[8]   Huo R ,  Zeng S ,  Wang Z , et al. A Comprehensive Survey on Blockchain in Industrial Internet of Things: 

Motivations, Research Progresses, and Future Challenges. Communications surveys & tutorials, 

2022(1):24. 
[9]    Sun J ,  Yang T ,  Xu Z . Assessing the implementation feasibility of intelligent production systems based 

on cloud computing, industrial internet of things and business social networks. Kybernetes: The 

International Journal of Systems & Cybernetics, 2022(6):51. 
[10]   Wang T ,  Ai S ,  Tian Z , et al. A Blockchain-Based Distributed Computational Resource Trading 

System for Industrial Internet of Things Considering Multiple Preferences. arXiv e-prints, 2022. 

[11]   Tariq U ,  Ahanger T A ,  Ibrahim A , et al. The Industrial Internet of Things (IIoT): An Anomaly 
Identification and Countermeasure Method[J]. Journal of Circuits, Systems and Computers, 2022, 31(12). 

[12]    LiuChao, SuZiwei, XuXun, et al. Service-oriented industrial internet of things gateway for cloud 

manufacturing.  2022. 
[13]    Armin, Balalaie, Abbas, et al. Microservices Architecture Enables DevOps: Migration to a Cloud-

Native Architecture[J]. IEEE Software, 2016, 33(3):42-52. 
[14] Haindl P ,  Plsch R . Focus Areas, Themes, and Objectives of Non-Functional Requirements in DevOps: 

A Systematic Mapping Study.  2022. 

N. Shan et al. / Research on Industrial Internet Talent Training 119



Research on the Influence of Tax 

Incentives on the Innovation Performance 

of Pharmaceutical Manufacturing 

Enterprises 

Xia Ouyang
a

, Can Li
a

 and Dan Li
a,1 

a School of Economics and Management, Xiangnan University, Chenzhou, China 

Abstract. Taking 28 listed companies in China's A-share pharmaceutical 

manufacturing industry from 2018 to 2021 as samples, with tax incentives as an 

explanatory variable, R&D investment intensity as an intervening variable, 

enterprise size, enterprise establishment time, return on total assets, debt-to-assets 

ratio, and fixed asset density as control variables, and innovation performance as 

explained variable, a multiple linear regression model is established, and descriptive 

statistics, correlation analysis, multicollinearity test, and robustness test are carried 

out to empirically analyze the influence of tax incentives on the innovation 

performance of pharmaceutical manufacturing enterprises. The results show that tax 

incentives have a significant positive impact on the innovation performance of 

pharmaceutical manufacturing enterprises, and tax incentives can promote 

pharmaceutical manufacturing enterprises to increase the intensity of R&D 

investment, and the intensity of R&D investment has a certain mediating effect and 

long-term influence on the relationship 1between tax incentives and innovation 

performance. Combined with the empirical results, the paper puts forward the 

strategy of improving enterprise innovation performance to enhance the core 

competitiveness of enterprises. 

Keywords. Pharmaceutical Enterprises, Tax Incentives, R&D Investment Intensity, 

Innovation Performance 

1.Introduction 

Innovation is the internal driving force of enterprise development, the level of 

innovation performance is related to the sustainable development of enterprises. Tax 

incentives are the main means for the government to guide enterprise innovation. The 

government grants tax relief to specific taxpayers, taxpayers or taxpaying regions 

through tax means, which can effectively reduce the high tax burden of enterprises, and 

preferential tax policies allocate innovative resources through the market. Therefore, 

China has introduced a series of preferential tax policies such as income tax reductions 
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and exemptions and super deduction of research and development expenses to support 

and encourage enterprises to innovate and develop. 

domestic and foreign scholars have carried out extensive research on the impact of 

tax incentives on corporate innovation performance, and most scholars have verified 

the incentive effect of tax incentives on innovation performance through empirical 

research. For example, Wang and Schmidt (2002) added the dummy variable of the 

panel unit to the Tobit model, and concluded that the tax policy can have a positive 

incentive effect on the innovation output performance of technology-based enterprises 

[1]. Michael Peneder (2008) thought that the preferential tax policy expands the 

coverage, mobilizes more enterprises’ enthusiasm for R&D and innovation, and then 

positively spills over to the whole society [2]. Hongxiang Tang and Yinchang Li (2020) 

conducted research on China's GEM industrial enterprises from 2015 to 2019 as sample 

companies, and found that there is a significant positive correlation between tax 

incentives and corporate innovation performance, and tax incentives can effectively 

improve corporate innovation performance [3]. Hui Xing et al. (2021) systematically 

conducted empirical research using methods such as DID and PSM, and the results 

showed that preferential tax policies promote substantial innovation of enterprises 

through three functions [4]. 

In addition, research on the ways in which tax incentives affect corporate 

innovation performance has also attracted much attention. Scholars believe that tax 

incentives can promote the R&D investment of enterprises, and the increase of R&D 

investment can stimulate the innovation motivation of enterprises to improve 

innovation performance, R&D investment can play a mediating effect in the 

relationship between tax incentives and innovation performance. Fabiani et al. (2014) 

found that tax incentives stimulate enterprises' R&D investment by reducing innovation 

costs through their research on private enterprises in Brazil [5]. Andrew C (2018) 

conducted an empirical study on the financial data of American technology companies 

and found that for every percentage point increase in the tax incentives enjoyed by 

companies engaged in technology research and development, their main R&D 

investment will increase by 2.8%-3.8%[6]. Jingyi Li et al. (2020) studied on the 

high-tech enterprises in the western region and found that the interaction between tax 

incentives and enterprise R&D investment can stimulate the innovation performance of 

enterprises [7].Congrong Li et al. (2021) pointed out that tax incentives have an effect 

on innovation performance by affecting R&D investment in their research on the 

impact of fiscal policy on the innovation performance of military-civilian integration 

enterprises [8]. 

Scholars mostly choose enterprises in high-tech industries as their research objects, 

and there are relatively few studies on the impact of tax incentives on innovation 

performance of enterprises in other industries. Based on this, this paper takes 28 listed 

companies in China's pharmaceutical manufacturing industry as samples, puts forward 

research hypotheses on the basis of domestic and foreign research results, and 

constructs a multiple regression model to empirically analyze the relationship between 

tax incentives, R&D investment and innovation performance of pharmaceutical 

manufacturing companies, so as to explore The impact mechanism and effect of tax 

incentives on the innovation performance of pharmaceutical manufacturing enterprises. 
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2.Research Design 

2.1 Research Hypothesis 

Because of its fair and transparent characteristics, preferential tax policies have become 

an important means to promote enterprise innovation, and they are widely used to 

encourage enterprise innovation. The implementation of tax incentives can greatly 

promote the innovation output and innovation efficiency of enterprises[9]. At the same 

time, tax incentives can subsidize the R&D expenses of enterprises through preferential 

tax rates and direct deductions, so as to achieve the purpose of improving the 

innovation performance of enterprises[10]. Therefore, this paper makes the following 

hypothesis : 

Hypothesis 1: Tax incentives are positively correlated with enterprise innovation 

performance. 

On the one hand, tax incentives can reduce the tax burden of beneficiary 

enterprises, which is equivalent to obtaining a sum of funds from the government for 

reinvestment. On the other hand, post-incentives such as super deduction of R&D 

expenses require enterprises to spend on R&D and innovation in the early stage, which 

can mobilize the enthusiasm of enterprises for R&D and increase the intensity of R&D 

investment.  Junjiao Liang, Yuxi Jia (2019), Fenfen Miao(2021), etc. all believe that 

the promotion effect of tax cuts on R&D investment is more obvious [11][12]. 

Therefore, this paper proposes the following hypothesis : 

Hypothesis 2: Tax incentives are positively correlated with R&D investment 

intensity. 

According to the theory of technological innovation, enterprises can promote the 

smooth development of innovation activities by increasing R&D investment, so as to 

produce products with core competitiveness or improve their core technology level, 

thereby improving the innovation performance of enterprises. Yuchen Xiong and 

Yinguo Li (2019) 's research on Chinese technology companies shows that there is a 

significant correlation between their R&D investment and corporate innovation 

performance
 

[13]. Dianchun Jiang and xiaowang Pan (2022) found that increasing 

R&D investment can bring more innovation output to enterprises
 [14]

. Therefore, this 

paper proposes the following hypothesis : 

Hypothesis 3:There is a positive correlation between innovation performance and 

R&D investment intensity. 

Since policies are generally lagging, and the cycle of enterprise innovation is 

generally taking several years, this paper will deeply explore the impact of tax 

incentives and R&D investment on the innovation performance of pharmaceutical 

manufacturing companies under lagging conditions. Therefore, this paper proposes the 

following hypothesis : 

Hypothesis 4: There is a time lag in the effect of R&D investment intensity on 

enterprise innovation performance. 

2.2 Source of Sample Data  

This paper selects the research samples of Shanghai and Shenzhen A-share listed 

companies in the pharmaceutical manufacturing industry, which is classified by China 

Securities Regulatory Commission. Referring to variable selection methods such as 

Qiulai Zhang(2018) and Mengyun Han(2020)[15][16],the number of invention patent 
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applications, R&D expenses, business income, income tax expenses, total profit and 

other relevant raw data of sample companies from 2018 to 2021 were collected from 

CSMAR database, the official website of QiChaCha and Patentstar. Based on the 

integrity and accessibility of corporate financial information, data of 28 sample 

companies were obtained. EXCEL software was used to process the selected data, and 

then STATA software was used for empirical analysis. 

2.3 Research Variables 

a) Explained Variable 

Innovation performance (PATENT) is measured as the natural logarithm of the 

number of invention patent applications. This index is used to measure an enterprise's 

ability to enhance the value of innovation results through technical solutions or 

methods and evaluate its innovation performance. The innovation performance of 

enterprises is growing as the number of invention patent applications is bigger. 

b) Explanatory Variable 

Tax incentives (TAX) are measured by the corporate income tax burden. This 

index is the ratio of the current income tax expense to the total income of the enterprise, 

which is negatively correlated with the level of tax incentives enjoyed by enterprises, 

that is, the smaller the corporate income tax burden is, the greater the level of tax 

incentives enjoyed by enterprises in the current year. 

c) Intervening Variable 

Research and development investment intensity (R&D) is measured by the ratio of 

R&D expenses to operating revenue. Enterprises support innovation activities through 

R&D expenditure. This index can eliminate the difference in the level of R&D 

investment caused by the different sizes of enterprises. The higher the ratio, the more 

importance enterprises attach to R&D. 

d) Control Variables 

Enterprise size (SIZE) is represented by the natural logarithm of the enterprise’s 

total assets at the end of the current period. It is generally believed that large enterprises 

have more innovative capabilities and resources and are relatively easy to obtain 

government innovation support. 

The establishment time of the enterprise (YEAR) is represented by the statistical 

year minus the listing year of the enterprise plus one. The longer an enterprise is 

established, the more experience it has accumulated in carrying out innovation 

activities, which may influence the innovation research and development activities of 

the enterprise to a certain extent. 

Return on total assets (ROA) is the ratio of net income after tax to total assets at 

the end of the period. The higher the ROA is, the stronger the enterprise is in terms of 

capital saving and income increase, and the better the profitability of the enterprise is, 

which is conducive to the enterprise investing more funds in R&D and innovation. 

Debt-to-assets ratio (DAR) is the ratio of total ending liabilities to total ending 

assets. The smaller the DAR is, the easier it is for an enterprise to get external financial 

support, thus increasing R&D investment and accelerating the output of innovation 

achievements. 
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Fixed Asset Density (FAD) is the ratio of net fixed assets to total assets at the end 

of the period. The higher the FAD, the stronger the debt guarantee ability of enterprises, 

and the much more choices of innovative investment financing methods. 

The specific research variables are introduced in Table 1: 

Table 1. Introduction of Research Variables 

Variable 

type 

Variable 

identifier 
Variable name Calculating formula 

Explained 

variable 
PATENT 

Number of invention patent 

applications 

The natural logarithm of the number of invention 

patent applications 

Explanatory 

variable 
TAX Corporate income tax burden current income tax expense/total income 

Intervening 

variable 
R&D 

Research and development 

investment intensity 
R&D expenses/operating revenue 

Control 

variables 

SIZE Enterprise size 
The natural logarithm of the total assets of the 

enterprise at the end of the current period 

YEAR Enterprise establishment time Statistical year - the listing year of the enterprise + 1 

ROA Return on total assets Net income after tax/total ending assets 

DAR Debt-to-assets ratio Total ending liabilities/total ending assets 

FAD Fixed Asset Density Net fixed assets/total ending assets 

2.4 Model Design 

The following four multiple regression models are built for analysis according to 

the above assumptions. 

To verify hypothesis 1: Tax incentives are positively correlated with enterprise 

innovation performance, Model 1 is constructed as Formula (1): 

PATENTt
i,t

=α
0
+α

1
*TAX

i,t
+Σα

j
*Control

i,t
+ε

i,t 
                   (1) 

To verify hypothesis 2: Tax incentives are positively correlated with R&D 

investment intensity, Model 2 is constructed as Formula (2): 

R&D
i,t

=α
0
+α

1
*TAX

i,t
+Σα

j
*Control

i,t
+ε

i,t   
                       (2) 

To verify hypothesis 3: There is a positive correlation between innovation 

performance and R&D investment intensity, Model 3 is constructed as Formula (3): 

PPATENT
i,t

=α
0
+α

1
*R&D

i,t
+Σα

j
*Control

i,t
+ε

i,t
                     (3) 

To verify hypothesis 4: There is a time lag in the effect of R&D investment 

intensity on enterprise innovation performance, Model 4 is constructed as Formula (4): 

PATENT
i,t

=α
0
+α

1
*R&D

i,t-n
+∑α

j
*Control

i,t
+ε

i,t 
                     (4) 

Control represents all control variables; i represents the i-th listed enterprise in the 

pharmaceutical manufacturing industry (i∈[1, 28] ); t represents year (t∈[2018, 

2021]); n represents the number of lag periods (n∈[1, 2] );ε
i,t

 is the random error 

terms for the individual enterprise and time mix differences. 
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3.Empirical Test and Analysis 

3.1 Descriptive Statistical Analysis 

 As can be seen in Table 2: 

(1) The number of invention patent applications (PATENT). The minimum value, 

maximum value and average value of the number of invention patent applications of 

Chinese pharmaceutical manufacturing listed enterprises are 0.693, 5.056 and 2.505 

after logarithm, indicating a low overall level. Its standard deviation is 1.002, 

indicating a large gap in innovation performance among sample enterprises in the 

pharmaceutical manufacturing industry. 

(2) Corporate income tax burden (TAX). The minimum value, maximum value and 

standard deviation of the corporate income tax burden of sample enterprises are 

-0.00397, 0.237, and 0.0356, indicating data with high dispersion and negative value. 

The average tax burden of enterprise income tax is 0.111, indicating that the income tax 

burden of most enterprises is still within a reasonable range and enjoys a relatively high 

level of tax incentives, while only a few enterprises enjoy a significant difference in the 

level of tax incentives. 

(3) Research and development investment intensity (R&D). The standard deviation 

of R&D investment intensity is 0.0379, the minimum value is 1%, the maximum value 

is 22.9%, and the mean is 3.8%, indicating that the overall competitiveness of Chinese 

pharmaceutical manufacturing enterprises is strong, but there are large differences in 

the R&D investment intensity among sample enterprises. 

(4) Enterprise size (SIZE). Enterprise size’s minimum value is 20.64, the 

maximum value 24.39, and the mean 22.54, indicating a small gap. 

(5) Enterprise establishment time (YEAR). The mean value, standard deviation, 

minimum value and maximum value of the establishment time of the pharmaceutical 

manufacturing sample enterprises are 15.18, 5.811, 5.167 and 29.18, indicating a large 

gap in the development stage of the pharmaceutical manufacturing sample enterprises. 

(6) Return on total assets (ROA). The average value of return on total assets is 

0.0962, and the maximum value is 47 times of the minimum value, showing the net 

income after tax per unit of assets created by different enterprises varies greatly. 

(7) Debt-to-assets ratio (DAR). The standard deviation of ADR is 0.117, the 

minimum value is 0.0420, the maximum value is 0.482, and the mean is 0.270. It is 

generally believed that the reasonable DAR is no more than 50%, so it can be seen that 

the gap in debt level of all sample pharmaceutical manufacturing enterprises is 

relatively small and at a low-risk level. 

(8) Fixed Asset Density (FAD). The difference between the mean, minimum and 

maximum of the FAD is small, and the standard deviation is 0.0926, indicating that the 

gap between most sample enterprises is small. 
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Table 2. Statistical Analysis Results of Variable Description 

Variable 

name 

Observed 

value 

Mean Standard 

deviation 

Minimum 

value 

Maximum 

value 

PATENT 112 2.505 1.002 0.693 5.056 

TAX 112 0.139 0.036 -0.004 0.237 

R&D 112 0.061 0.038 0.010 0.229 

SIZE 112 22.540 0.827 20.640 24.390 

YEAR 112 15.180 5.811 5.167 29.180 

ROA 112 0.096 0.057 0.007 0.340 

DAR 112 0.270 0.117 0.042 0.482 

FAD 112 0.216 0.093 0.057 0.521 

3.2 Correlation Analysis 

Before multiple regression analysis, correlation analysis can describe the degree of 

correlation between each explanatory variable and the explained variable, as well as the 

linear correlation between each explanatory variable. 

Table 3. Correlation Analysis Results of Variables 

***, **, * means the correlation is significant in 1%, 5%, 10% level respectively 

 

As shown in Table 3, corporate income Tax burden (Tax), R&D investment 

intensity (R&D), enterprise size (Size), establishment time (Year), return on total assets 

(ROA), debt-asset ratio (DAR), fixed asset density (FAD) are all significantly 

correlated with Patent applications at the level of 1%. Among them, the tax burden of 

corporate income tax (Tax) is significantly negatively correlated with the number of 

patent applications (Patent) and the intensity of R&D investment. The number of patent 

applications is significantly positively correlated with the intensity of R&D investment.. 

It shows that tax incentives can stimulate pharmaceutical manufacturing enterprises to 

increase R&D investment, and R&D investment and tax incentives can promote the 

improvement of innovation performance of them, which preliminarily verifies 

hypotheses 1, 2 and 3. 

 PATENT TAX R&D SIZE YEAR ROA DAR FAD 

PATENT 1.000        

TAX 
-0.160 

*** 
1.000       

R&D 
0.388 

*** 

-0.358 

*** 
1.000      

SIZE 
0.472 

*** 
-0.057 

0.362 

*** 
1.000     

YEAR 
0.165 

*** 
-0.071 

0.114 

* 

0.470 

*** 
1.000    

ROA 
0.160 

*** 
-0.016 0.027 

0.358 

*** 

0.209 

*** 
1.000   

DAR 
-0.192 

*** 
-0.026 

-0.383 

*** 
0.052 0.070 

-0.217 

*** 
1.000  

FAD 
-0.218 

*** 

-0.175 

*** 

-0.130 

** 

-0.282 

*** 
-0.038 

-0.312 

*** 

0.188 

*** 
1.000 
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3.3 Multicollinearity Test 

In order to avoid multicollinearity, tolerance and variance inflation factor (VIF) 

analysis were used, and the results were shown in Table 4. Combined with Table 3 and 

Table 4, it can be seen that the absolute values of all variable coefficients are between 0 

and 0.48, and the VIF between non-explained variables are all less than 2, indicating 

that there is no serious problem with multicollinearity between explanatory variables 

and control variables, and empirical analysis can be conducted. 

Table 4.  Results of Multicollinearity Test 

Variable name VIF Tolerance 

SIZE 1.92 0.519924 

YEAR 1.49 0.669300 

ROA 1.40 0.712960 

DAR 1.32 0.759977 

FAD 1.29 0.774239 

SIZE 1.25 0.797877 

3.4 Regression Analysis 

Multiple regression analysis is conducted on the four models constructed in this 

paper, as shown in Table 5. All four models constructed in this paper pass the F test, 

indicating that the four regression models are significant. Among them, Model 1 and 

Model 2 are significant at the 1% level, and Model 3 and Model 4 (lag period 1 and lag 

period 2, respectively) are significant at the 5% level 

Table 5.  Model Regression Analysis Results 

 Explained  

 variable 

 

Explanatory  

variable 

PATENT R&D 
PATENT 

(current) 

PATENT (lag 

period 1) 

PATENT (lag 

period 2) 

TAX 
-4.254*** 

(-1.40) 

-0.385*** 

(-3.37) 

   

R&D 
  5.190** 

(1.92) 

6.081** 

(1.57) 

6.811** 

(1.24) 

SIZE 
0.694*** 

(5.10) 

0.021*** 

(5.52) 

0.593*** 

(3.87) 

0.580*** 

(3.24) 

0.560** 

(1.24) 

YEAR 
-0.010 

(-0.53) 

-0.000 

(-0.66) 

-0.008 

(-0.43) 

0.002 

(0.06) 

-0.010 

(-0.32) 

ROA 
-1.754 

(-1.20) 

-0.168*** 

(-3.68) 

-0.822 

(-0.52) 

-0.430 

(-0.22) 

1.052 

(0.41) 

DAR 
-2.135*** 

(-2.64) 

-0.148*** 

(-5.97) 

-1.376 

(-1.54) 

-1.718 

(-1.51) 

-0.353 

(-0.27) 

FAD 
-1.048 

(-0.98) 

-0.023 

(-0.76) 

-0.739 

(-0.71) 

-0.420 

(-0.33) 

-0.319 

(-0.17) 

Constant 

-11.567*** 

(-3.77) 

-0.297*** 

(-3.79) 

-10.586*** 

(-3.33) 

-10.406*** 

(-2.84) 

-10.328** 

(-2.23) 

Observation 112 112 112 84 56 

R-squared coefficient 

of determination/ 

goodness of fit 

0.296 0.467 0.299 0.316 0.292 

F test 0 0 0 0 0 

r2_a 0.256 0.436 0.259 0.262 0.205 

F value 21.70 20.84 19.34 14.51 10.53 

***, **, * means the correlation is significant in 1%, 5%, 10% level respectively; The t value is in parentheses. 
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3.5 Robustness Test 

In order to improve the accuracy of the empirical results, the method of shortening the 

research interval to 2019-2021 was adopted to test the robustness of the above 

regression model. The test results are shown in Table 6. 

As can be seen from Table 6, the explained variables and explanatory variables of 

model 1 and model 2 are significantly negatively correlated at the significance level of 

1%. The explained variables of Model 3 and Model 4 (lag period 1 and lag period 2, 

respectively) were significantly positively correlated with explanatory variables at the 

significance level of 5%. In addition, with the shortening of the research interval, the 

regression coefficient of explanatory variables increased from 4.472 to 4.901 with the 

increase in the lag period. Therefore, the empirical model and empirical results 

constructed in this paper are robust. 

Table 6.  Robustness Test Results 

          Explained    

          variable 

Explanatory 

variable 

Patent R&D 
Patent 

(current) 

Patent 

(lag period 1) 

Patent 

(lag period 2) 

TAX 
-3.658*** 

(-1.04) 

-0.389*** 

(-2.93) 
   

R&D   
4.266** 

(1.45) 

4.472** 

(0.90) 

4.901** 

(0.37) 

SIZE 
0.738*** 

(4.65) 

0.021*** 

(4.52) 

0.662*** 

(3.77) 

0.686*** 

(3.17) 

0.727** 

(2.26) 

YEAR 
-0.015 

(-0.65) 

-0.000 

(-0.43) 

-0.014 

(-0.61) 

-0.006 

(-0.20) 

-0.040 

(-0.84) 

ROA 
-2.441 

(-1.40) 

-0.1564*** 

(-2.02) 

-1.755 

(-0.94) 

-1.672 

(-0.65) 

-0.951 

(-0.22) 

DAR 
-2.476*** 

(-2.72) 

-0.157*** 

(-5.14) 

-1.777 

(-1.74) 

-2.589* 

(-1.86) 

-1.166 

(-0.61) 

FAD 
-1.257 

(-1.05) 

-0.025 

(-0.72) 

-0.967 

(-0.83) 

-0.703 

(-0.48) 

-1.409 

(-0.51) 

Constant 
-12.445*** 

(-3.38) 

-0.294*** 

(-3.01) 

-11.818*** 

(-3.22) 

-12.223*** 

(-2.75) 

-12.826* 

(-1.98) 

Observation 84 84 84 56 28 

R-squared (coefficient of 

determination/goodness 

of fit) 

0.317 0.455 0.319 0.338 0.307 

F test 0 0 0 0 0 

r2_a 0.264 0.413 0.266 0.257 0.209 

F Value 24.78 15.96 20.06 13.54 10.03 

Note:  1. ***, **, * represent at a significant level of 1%, 5% and 10%, respectively; 2. The t value is in parentheses. 

 

 

The following conclusions can be drawn by combining Table 5 and Table 6: 

(1) In Model 1, the regression coefficient of the corporate income tax burden (Tax) 

is -4.254 and significant, which is robust. This indicates that the smaller the tax burden 

of enterprise income tax is, or the higher the level of tax incentives enjoyed by 

enterprises, will lead to higher innovation performance of enterprises. Thus, hypothesis 

1 is valid 

(2) In Model 2, the regression coefficient of the corporate income tax burden (Tax) 

is -0.385, which is significant and robust, indicating that the intensity of R&D 

investment increases with the increase of the level of tax incentives enjoyed by 

enterprises. Thus, hypothesis 2 is valid. 

(3) In Model 3, the regression coefficient of R&D investment intensity (R&D) is 

5.190 and significant, which is robust, indicating that the improvement of R&D 
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investment intensity will improve the innovation performance of the enterprise in the 

current period. Thus, hypothesis 3 is true. 

(4) In Model 4, R&D investment intensity (R&D) has a significant positive 

correlation with the innovation performance in the first and second lagging periods and 

is robust. Thus, hypothesis 4 is valid. 

3.6 Analysis of Research Results 

a) Tax incentives have a significant positive impact on the innovation performance of 

pharmaceutical manufacturing enterprises 

Tax incentives play an important role in improving the innovation performance of 

pharmaceutical manufacturing enterprises. Meanwhile, the research results show that 

innovation performance is also affected by enterprise size, debt-to-assets ratio and other 

factors. Tax incentives can be differentiated according to the actual business situation 

of enterprises, to continuously improve the implementation effect of tax incentives on 

the innovation performance of pharmaceutical manufacturing enterprises. 

b) Tax incentives have a significant impact on the R&D investment intensity of 

pharmaceutical manufacturing enterprises 

Tax incentives play a positive role in improving the R&D investment intensity of 

pharmaceutical manufacturing enterprises. Through additional deduction of R&D 

expenses, reduction of corporate income tax, investment credit and other tax incentives, 

enterprises have more after-tax profits and external financing. Sufficient surplus funds 

guarantee the investment in R&D and innovation activities of enterprises, and reduce 

the cost and risk of R&D capital. 

c) R&D investment intensity has the mediating effect between tax incentives and 

innovation performance of pharmaceutical manufacturing enterprises 

Tax incentives can compensate for the positive externalities of enterprise 

innovation, reduce research and development costs, guide enterprises to increase 

investment in innovative research and development, so that enterprises can have more 

funds to build more professional scientific research teams, improve research and 

development efficiency, and improve the innovation performance of pharmaceutical 

manufacturing enterprises. Therefore, we should further improve the tax incentives for 

R&D and innovation activities. 

d) R&D investment intensity has a long-term influence on the innovation performance 

of pharmaceutical manufacturing enterprises 

The influence of R&D investment intensity on the innovation performance of 

pharmaceutical manufacturing enterprises has a time lag. Innovative R&D activities 

have strong periodicity and high input in the early stage. Tax incentive policies can be 

formulated for the early and intermediate stages of R&D innovation to guide 

pharmaceutical manufacturing enterprises to increase the intensity of R&D investment 

in order to continuously improve innovation performance. 
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4. Conclusion 

On the basis of science, operability and comparability, this paper puts forward four 

theoretical hypotheses based on the research results of previous scholars on the theme 

of the impact of tax incentives on corporate innovation performance. The multiple 

linear regression model of variables such as tax incentives, R&D investment intensity, 

enterprise size, establishment time and innovation performance, using STATA software 

for empirical analysis, draws reliable conclusions about the impact path and effect of 

tax incentives on innovation performance of Chinese pharmaceutical manufacturing 

enterprises.. The results show that tax incentives have a significant positive impact on 

the innovation performance of pharmaceutical manufacturing enterprises. Tax 

incentives can promote the R&D investment intensity of enterprises, and R&D 

investment intensity has an intermediary effect between tax incentives and innovation 

performance, and its effect on innovation performance has a lag. This provides ideas 

for pharmaceutical manufacturing enterprises to improve their own innovation 

performance, and provides a reference for the government to introduce tax policies for 

innovation incentives. This paper selects the data of listed pharmaceutical 

manufacturing enterprises to study the impact of tax incentives on the innovation 

performance of enterprises, and the research scope is still relatively limited. In this 

paper, the number of patent applications is selected as an evaluation index for 

innovation performance, and in the future, we can start from the aspect of patent quality, 

establish a more detailed index system, and measure the innovation ability of 

enterprises more scientifically. 
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Abstract. This paper adopts the value-at-risk (VaR) method as the risk 

measurement framework, and establishes a series of VaR-GARCH models to 

measure the dynamic risk of short-term international capital random fluctuations. 
Then, the accuracy of the empirical results is measured by the Backing-Test. The 

results show that the measurements of VaR-GARCH(1,1)and VaR-GARCH-M 

models are relatively conservative; the measurement results of VaR-EGARCH 
model are closest to the true value of short-term international capital flows. 

Keywords. Short-term international capital flows, GARCH cluster models, Value 

at Risk (VaR) 

1. Introduction 

Excessive short-term international capital inflows and outflows are widely considered 

to be the main factors leading to inflation and violent fluctuations in asset prices. 

Especially when China's financial market is underdeveloped and the banking system is 

fragile, large-scale capital inflows will only trigger excessive investment in the short 

term and bring about false economic prosperity, but it will plant the seeds of a large 

number of capital reversals and trigger a currency crisis. Therefore, in today's 

large-scale and high-speed flow of short-term international capital, how to effectively 

control its risks and prevent financial crises has become a macroscopic reality that 

China is facing. 

This paper will study the connotation of short-term international capital flow and 

estimate its flow scale; in terms of practical application, the capital market needs an 

analysis method that can quantitatively and systematically measure the risks generated 

by short-term international capital flow. The research on the risk measurement of 

short-term international capital flow will help to provide more applicable measurement 

methods for practical work in related fields. 

First, the issue of short-term international capital flows is relatively complex, and the 

division results of different connotations can be obtained from different perspectives, 

and different connotations involve different economic performances. According to the 

research focus of this paper, it is mainly to reflect the inflow and outflow of formal 

channels, relatively fast, and relatively large fluctuations of transnational capital, of 

course, it also includes the capital that is not directly reflected in the balance of 
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payments and is outside the scope of conventional observation. , more speculative 

cross-border capital flows. Therefore, combining the term method (Cuddington, 

1986)[1] with the investor intention judgment method (World Bank, 1985)[2], the 

short-term international capital flows referred to in this paper include the short-term 

international capital flows in the balance of payments and off-balance-sheet or hidden 

capital flows. The caliber of this estimation is relatively wide in the comparison of 

many methods, which is mainly due to the availability of data (mahui, 2014)[3]. That is: 

SICF scale = monthly increase in foreign exchange funds - monthly surplus in goods 

trade - monthly actual use of FDI. 

Secondly, the risk measurement carried out by scholars at home and abroad is 

mainly based on the risk performance and characteristics of international capital flows, 

with different emphases, different methods and their own advantages and 

disadvantages. 

Some scholars have measured it from the perspective of liquidity based on the theory 

of interest rate parity, such as the Edwards-Kahn method, savings-investment 

correlation test method, and offset coefficient test method. Edwards&Kahn (1985)[4] 

indirectly explained the degree of restriction of the country's international capital flow 

according to the degree of economic openness of the country. Wang Xiaochun (2001)[5] 

estimated the degree of capital mobility in China, Malaysia, Thailand and Indonesia. 

The main idea of the investment-savings related method (referred to as F-H model) 

proposed by Feldstein&Horioka (1980)[6] is: when a country s government 

implements strict capital control, the domestic capital demand side cannot attract 

foreign investment, so the country's capital mainly comes from its own country, which 

makes the country's domestic savings and investment have a high correlation. But 

Jansen&Schulze (1993)[7] thought that this method ignores the impact of intertemporal 

budget constraints on the relationship between domestic investment and savings, which 

leads to fundamental deviations in the measurement. On this basis Jansen(2000)[8] 

modified the F-H model. Kouri&Porter(1974)[9] proposed the "offsetting coefficient 

model". According to the "trilemma", if a country's market is highly open and uses a 

fixed exchange rate, then the country will lose the independence of monetary policy. 

Under the influence of international arbitrage capital flows, the operations of the 

central bank will eventually be offset and thus become invalid. According to this idea, 

as long as the central bank's domestic assets are offset by changes in foreign assets, it is 

possible to know whether capital flows and the degree of flow. 

Other scholars measured the degree of risk from the perspective of the volatility of 

capital flows. Gabriele (2000)[10] believed that if the original series is not stable, the 

standard deviation of its annual percentage change can be used as a variability indicator. 

This indicator can dynamically reflect changes in capital flows, but the percentage 

calculation of the original indicator uses period t-1 data as the denominator, and in 

some countries with underdeveloped statistical work, its default data and unstatistical 

data make the calculation operability and comparability become worse. Robert(2000) 

[11] used the standard deviation index of the GDP ratio to compare the four types of 

capital instabilities in low-income, middle-income and high-income countries. Yu 

Shanping and Zhang Wenxi (2008)[12] constructed a measurement index system for 

capital volatility and conducted empirical research on China's situation. Alfaro 

(2004)[13] et al. adopted a relative indicator: the standard deviation of per capita net 

capital inflows to calculate capital volatility. In this way, the influence of the different 

scales of capital flows in different countries due to their different economic scales can 

be eliminated. The World Bank (2001)[14] regarded the median variance of the scale of 
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capital flows as a measure of the volatility of capital flows. However, since this 

indicator is an absolute value indicator, comparisons between different countries cannot 

be made. Li Zeguang et al. (2003)[15] adopted a dimensionless statistical indicator

the coefficient of variation of the scale of capital flows. This method had a good 

explanatory power, but some scholars (mahui, 2010)[16] had questioned the rationality 

of the index construction. 

The above empirical research focused on the mature theoretical basis abroad, 

corrected some assumptions, and used statistical methods to make the empirical 

research more suitable for China's situation and made the conclusions more accurate. In 

addition, short-term international capital flows into the host country and enter different 

financial institutions to form different financial assets; in terms of the source of risk, 

short-term international capital flows will form different risks; in terms of specific 

measurement, none of the risk measurement in previous studies provided appropriate 

quantitative methods to measure specific risk factors. Therefore, this paper hopes to 

find a comprehensive measurement method that can measure different financial assets 

and different risk factors. 

In the framework of risk management, quantify qualitative risks to measure the 

frequency of risk events and the degree of loss that risk events may cause, so that risk 

managers can achieve appropriate cost risk control under budgetary constraints. The 

statistical characteristics of market factors, market structure characteristics and 

volatility rules are one of the foundations of risk measurement and modeling. First, this 

paper analyzes the related concepts of risk measurement to determine the scope and 

connotation of SICF risk measurement. Secondly, the value-at-risk (VaR) risk 

measurement method is used as the measurement framework, and a series of GARCH 

cluster-VaR models are constructed on the basis of the random fluctuation process to 

empirically measure the dynamic risk of short-term international capital flows 

(hereinafter referred to as SICF). Finally, the empirical results of each GARCH cluster 

model measurement are tested to determine the optimal SICF risk prediction model 

through the accuracy of the measurement. 

2. Models 

2.1 VaR-GARCH Cluster Models 

The significant advantage of VaR is based on the probability distribution of random 

variables, and the position of random variables in the distribution is determined 

according to the characteristics of random variables, and the concept of this risk 

measurement is to describe future events based entirely on previous information, and 

this measure is an absolute form of measure that expresses the future risk profile in 

monetary units of measure. Since this measurement method is based on the collection 

of previous information, it has nothing to do with that the financial variable is what 

kind of financial asset, is traded in what kind of financial institution and with what kind 

of financial instrument. Therefore, VaR is a comprehensive risk measurement method, 

which can integrate different types of risks caused by fluctuations in different market 

factors into a single value . Therefore, the VaR risk measurement method provides a 

basic measurement framework for the SICF risk measurement in this paper. The 

definition of VaR is: under a certain confidence level, the maximum possible loss value 

of the entire asset in a certain period of time in the future due to market fluctuations. 
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But traditional VaR methods calculate risk by assuming specific distributions of 

financial variables and the statistical characteristics of those distributions. The defect of 

this kind of method is that the homoscedasticity of implied variable time change and 

the static measurement cannot reflect the change of time trend and so on. Therefore, 

this paper uses the GARCH cluster model to solve the description of heteroscedasticity. 

Many studies have shown that when the financial market is subject to some external 

shocks, such as the adjustment of macroeconomic policies or the instability of the 

country's political situation, the volatility of the forecast results will be relatively large. 

That is to say, the error in period t depends on the error in period t-1, not on an 

independent variable in the equation. For the autocorrelation characteristics of the error 

term reflected in the financial time series, it can be described by the GARCH cluster 

model. This type of model can well reflect the characteristics of the size of the error 

term in the financial market changing over time and can also be quantitatively analyzed 

the nonlinear dependence characterize. 

GARCH(1,1) model 
The GARCH(1,1) model is the most commonly used and consists of two parts, 

namely the conditional mean equation and the conditional variance equation, and its 

general form is: 

t t tY X u�� �                                   (1) 
2 2 2

1 1t t tu� � � ��	 	� � �
                         (2) 

tx is 1 ( 1)k
 �  exogenous variable vector, �  is ( 1) 1k � 
  coefficient vector , 

and� 2
t represents the conditional variance, which is the forecast variance of the t period 

based on the information of the t-1 period. 
  GARCH-M model

Engle, Lilien, and Robins (1987)[17] introduced the GARCH-M model, which was 

used to describe the relationship between risk and return. 
2

t t t t=X +uY � ���                               (3) 
2 2 2 2

t 0 1 1 2 2 1= ...t t p pu u u� � � � �	 	 	� � � �
              (4) 

Among them: the 
�

parameter is equivalent to a measure index of risk degree, 

which mainly measures the impact of conditional variance on the price of financial 

assets. 

TARCH model
Zakoian (1994)[18] and Glosten, Jagannathan, Runkle proposed the TARCH 

model. The mean value equation of this model has not changed. In order to measure the 

different fluctuations brought about by the impact of information in different directions, 

the conditional variance is changed to: 
2 2 2 2

t t-1 t-1 t-1 t-1= u u d� � � � ��� � �                     (5) 

The size of the conditional variance in period t mainly depends on the conditional 

variance of the previous period and the impact brought by the random error of the 

previous period. The impact of the asymmetric effect on the fluctuation can be judged 

by the size of the coefficient γ. The judgment for γ less than 0 is: the asymmetric effect 

makes the fluctuation larger, and vice versa. And 1tu 	  represents the direction of the 

impact. When 1tu 	 is a positive impact, that is, less than 0 means good news, and the 

impact effect on fluctuations is reflected as 
�

 times the impact; on the contrary, when 

H. Ma and Y. Zheng / Dynamic Risk Measure for China’s Short-Term International Capital Flows 135



1tu 	  is a negative impact, the impact effect on fluctuations Reflected as � ��  times 

the impact.
 

  EGARCH model 
In order to reflect the relationship between conditional variance and random error in 

a more flexible and sensitive way, Nelson (1991)[19] proposed EGARCH, which 

retains the form of the mean equation and rewrites the conditional variance equation 

as : 

2 2t-1 t-1
t t-1

t-1 t-1

u u
ln( )= ln( )� � � � � �

� �
� � �

                 (6) 

Because the equation transforms the dependent variable into a logarithmic form, its 

value range is non-negative, and the leverage effect is also reflected in the form of an 

index. The existence of asymmetry only requires that γ is not zero. 

PARCH model 
Also in order to more clearly reflect the impact of large-scale shocks, Ding et al. 

(1993)[20] proposed to replace the conditional variance with the conditional standard 

deviation. The conditional standard deviation equation for the PARCH(1,1) model is in 

the form: 
2

t t-1 t-1 t-1= ( u u )� � �� � � � ��� 	 �
                    (7) 

� 
0 when 1,2,...i r� � � 1i
when i r
 0i� � r p� .In the PARCH(1,1) model, 

the parameters we need to estimate include� � � � , where  represents the degree 

of influence of information shocks on the conditional standard deviation; � represents 

the different amplitudes of fluctuations caused by information shocks in different 

directions, that is, the degree of asymmetric effect . 

Finally, the definition of SICF risk value refers to the definition of financial market 

VaR[21]: under market fluctuations, the maximum possible value of SICF scale 

includes both the net inflow of short-term international capital and the net outflow of 

short-term international capital. It further means that under a certain degree of 

confidence, the maximum possible net inflow and outflow of short-term international 

capital flows in a specific period of time in the future. Expressed as: 

t-1 1-VaR(SICF)= + VaR (Z)�� �                         (8) 

t-1VaR(SICF)= + VaR (Z)�� �                         (9) 

Here, �  is the conditional mean of SICF, � t-1  is the conditional standard deviation, 

and VaR(Z)  is the quantile under the corresponding probability distribution of the 

SICF sequence. In the short-term international capital market, a country faces the risks 

of excessive inflow and outflow of SICF respectively. So the left tail (
�

) indicates that 

the SICF time series is a net outflow tail, and the right tail ( �	1 ) indicates that the 

SICF time series is a net inflow tail. 
 

 2.2  Back Testing method for Accuracy of Risk Measurement models 

The accuracy test of the VaR model is the measurement of the degree of coverage of 

the VaR model to the actual values. Assumed VaR given under 95% confidence 

level,The accuracy of the VaR model is that whether the probability of the actual value 
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exceeding VaR is less than 5%. 

The accuracy of the VaR model has multiple representations, thus it has a variety of 

test methods, more widely used method is failure frequency test method proposed by 

Kupiec (1995)[22]. He assumes the independence of VaR estimates with time, the 

actual losses exceed VaR estimates recorded as a failure, the actual loss is less than the 

estimated VaR denoted success, that the following " Hit sequence ": 

t t

t t

   SICF VaR1
Hit=

   SICF VaR0

� 	�
� � 	�

                           (10) 

The binomial results of "failure to observe" represent a series of independent 

Bernoulli test, that is, the "Hit sequence" should obey the Bernoulli distribution with 

probability p. Therefore, the null hypothesis is defined as follows   

0 tH Hit Bernoulli p:                            (11) 

Based on probability theory, we can write the likelihood function of a Bernoulli (p) 

distribution: 

0 11

1

L(p)= (1 ) (1 )t t
T

Hit Hit T T

t
p p p p	

�
� 	 � 	                 (12) 

T is the total length of the Hit sequence; T1 is the sequence in which the value is the 

sum of a number of “1”; T0 is the sequence in which the value is the sum of a number 

of “0”. 

Kupiec made the most appropriate test of the null hypothesis is the likelihood ratio 

test: 
0 1

0 1

2

1 1

(1 )
LR=-2ln (1)

1

T T

T T

p p
T T
T T

�	

� � � �	� � � �
� � � �

:
                    (13) 

Under the assumption of zero, LR statistic subject χ2 distribution whose degrees of 

freedom is 1. 

In the significance level p, if the LR is greater than the threshold of χ2 distribution , 
the null hypothesis H0 should be rejected; on the contrary, the null hypothesis should be 

accepted, that the risk measurement model used is sufficiently accurate. If Kupiec LR 

test value of a VaR model is smaller or the P value is larger, then the more the null 

hypothesis H0 can not be rejected, that shows the higher the accuracy of the risk 

measurement model. 

3. Empirical Analysis 

3.1 Model Parameter Estimation and Selection 

In the course of the calculation method, data were derived from: Exchange of RMB 

against the U.S. dollar from the State Administration of Foreign Exchange website; 
Foreign Exchange from the People's Bank of China website; Difference between 

Imports and Exports of Goods and the FDI from China Economic Information Network. 

Start and end time data for January 2000 to December 2022. 

Using maximum likelihood estimation method proposed for parameters estimation of 

GARCH cluster model, the results are shown in Table1. In five GARCH models, the 

model parameters were estimated under GED distributions. Table1 shows the results of 

a significant parameter estimates, parameters of PARCH and TARCH model  are not 
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significant .

Table 1 GARCH Model Parameters Results

GARCH(1,1) GARCH-M EGARCH
c 473858.4*** 399709.8** 0.2456***

α 0.5522** 0.3933** -0.0973***

β 0.3197* 0.4385** 0.9886***

ρ 0.2096**

γ 0.0261***

Note: "***" indicates significance level of 1%, "**" represents a significant level of 5%, "*" represents a 

significant level of 10%.

In the GARCH (1,1) model, α + β equals 0.8719, parameter values are in the range 

of constraints. Sum of and β is close to 1, which indicates that if conditional 

variance indicated by correlation between variance and time is impacted at a certain 

time, impact shock is persistent, so if predicting, sustained impact on the future value 

of persistent shocks should be taken into account.

In the GARCH-M model, satisfies the assumptions, and is positive. This shows 

that the larger the risk is that the larger conditional standard deviation is relevant of the 

larger absolute value of SICF. ρ=0.2096 represents the percentage of SICF risk rises 

with growth.

In EGARCH model, When t +1 period residual is greater than 0. α+γ the impact of 

new information that is what the log σt suffered is α + γ; When t +1 period residuals is

less than 0. σt is the subject of interest from new. Table 2 displays the results of 

parameter estimation, the new information rate on the impact of the two directions σt

numbers were 0.0712 or 0.1234.

3.2 Empirical Results of Models Measure

After the time variance of SICF obtained by GARCH cluster, VaR can be a measure 

for SICF. Figure 1 to 3 is the risk measurement performed by the VaR-GARCH model.

In general, the measurement results of VaR-GARCH are relatively close to the actual 

value of SICF. Due to the long time series and the large span of index values, it is 

difficult to visually judge the measurement accuracy of different models from the graph, 

and it is difficult to choose a better risk measurement model.
Table 2 shows statistical description of VaR of SICF outflow and inflows. From 

Table 2, you can see the outflows comparison of the three GARCH models. In terms of

average, VaR absolute value of GARCH (1,1) is the maximum; standard deviation of 

VaR value is the maximum in GARCH(1,1) model, standard deviation of VaR value is

the minimum in EARCH model. This suggests, what SICF risk measure based on the 

GARCH cluster model, estimation results of GARCH (1,1) are conservative, estimation 

results of EGARCH are more optimistic.

Fig.1 VaR-GARCH(1,1) model for SICF risk measurement
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Fig.2 VaR-EGARCH model for SICF risk measurement

Fig.3 VaR-Garch_M model for SICF risk measurement

In terms of the mean value comparison of VaR of net SICF inflow, the VaR value 

estimated by GARCH-M is the maximum, the VaR value estimated by EGARCH is the 

minimum; standard deviation of VaR estimated by GARCH(1,1) is the maximum,

standard deviation of VaR estimated by EGARCH is the minimum. This shows that the 

results based on GARCH-M model estimation are more conservative, results based on 

EGARCH model estimation are more optimistic.

Table 2 Statistical Description of VaR of the Net Outflow and the Net Inflow (α=95% )

Net Outflow Net Inflow
Mean Std. Dev. Mean Std. Dev.

GARCH(1,1) -1783.30 1129.28 2413.61 1580.66

GARCH-M -1489.81 862.26 2524.30 1337.98

EGARCH -1516.06 685.88 1765.08 885.06

Failure due under the VaR measure based on EGARCH model will be carried out 

under extreme conditions in the SICF. So when major changes occur in economic 

situation, using EGARCH model to measure the risk of SICF fluctuations should be 

cautious; in terms of GARCH (1,1)-VaR and GARCH-M-VaR measure, because in the 

event of an extreme case of the former measure has a wider range, its measure also 

tend to be conservative. In the gentle SICF range, EGARCH-VaR results are the 

closest to the actual SICF values. In positive territory, GARCH-M-VaR measure is 

more conservatism than GARCH (1,1)-VaR measure ; In negative territory, the 

situation is opposite. But extreme values appear in SICF, EGARCH-VaR measure 

failure happens; at this point, whether negative or positive range, GARCH(1,1)-VaR 

measure should be more conservative than GARCH-M-VaR measure.

3.3 Accuracy Test of Empirical Results

The results of the empirical measure under certain model analysis are carried out under 

visual observation, do not have specific criteria to measure the accuracy of a specific 

measure. Therefore, we will use the results of the above test method with “Back 

Testing”. Table3 shows the accuracy test results of VaR measure under the left and 

right distribution of SICF. The normal font indicates its acceptance of the null 

hypothesis test, that is considered to be accurate test results; underlined font t indicates 

their test results reject the null hypothesis, that is considered to be inaccurate test 

results.

First, comparing from different significance level. For high significance level such 

as 1%, some test results accept the null hypothesis, under 5% and 10% significance 
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level, all tests have rejected the results. It means that when the tail distribution is wide, 
when the greater the probability of extreme events occur, as excessive SICF outflow 

occurred many times, various tests appeared measure fails. 

Second, LR values of EGARCH-VaR measure in 10% level of significance are 

significantly greater LR values in 5% significance level(in refusing domain), this 

shows that the accuracy of VaR measurement is declining as the significant level. 

Table 3  Back Testing (Left and Right) 

4. Conclusion 

This paper defines SICF as the sum of short-term international capital flows in the 

balance of payments and hidden international capital flows outside the balance sheet, 

and estimates the size of SICF from January 2001 to December 2022. This paper uses 

VaR as the basic measurement framework for the risk measurement of SICF to 

measure the maximum loss value that may occur in a certain period in the future, and 

combines the GARCH cluster model to reflect the nonlinear change of SICF risk. 

The results of the model parameter estimation show that VaR-GARCH(1,1), 

VaR-EGARCH and VaR-GARCH-M models are significant, VaR-TARCH and 

VaR-PARCH models are not significant. In the VaR-GARCH (1, 1) model, α+β<1 

indicates that the shock has a continuous impact on the future; in the VaR-EGARCH 

model, ρ<0 indicates that greater risk increases with larger value of SICF; in the 

EGARCH model, the impact of information is asymmetric, and the risk of outflow 

from SICF is greater than the risk of inflow. In practice, risk managers should continue 

to monitor the impact of SICF in the medium and long term, and price the medium and 

long-term impact in the risk pricing of assets; set the SICF early warning range, and 

focus on monitoring the ultra-volatile range, in which the short-term international 

capital outflow risks are greater than inflows risks so that more attention should be paid 

to outflow risk monitoring and risk valuation. 

According to the results of Backing-Test under different significance, measure of 

VaR-GARCH(1,1) and VaR-GARCH-M model is more conservative. It is found in the 

empirical results, in some extreme cases when the measure used by VaR-EGARCH 

model fails, both models measure is still valid. But in general case, we also found that 

the two measurement results of the model are significantly conservative than measure 

results of VaR-EGARCH model. Measure results of VaR-EGARCH model are closest 

to the true value of SICF. However, in the extreme case of the measure, the failure 

cases of models are increasing.That is to say, if the accuracy of risk measurement is the 

primary consideration of SICF risk managers, then the VaR-EGARCH model is a 

better choice; if the reliability of risk measurement is the first choice of SICF risk 

managers, then VaR-GARCH(1, 1) and VaR-GARCH-M model are better choices. 

α 
 GARCH(1,1) EGARCH GARCH-M 

Left Right Left Right Left Right 

1% 
Failure number 0 0 2 2 0 0 

LR -∞ -∞ 0.22 0.22 -∞ -∞ 

5% 
Failure number 0 0 2 5 0 0 

LR -∞ -∞ 5.2485 0.6953 -∞ -∞ 

10% 
Failure number 0 0 2 11 0 0 

LR -∞ -∞ 17.5066 0.813 -∞ -∞ 
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However, it needs to be emphasized that in extreme cases, the number of measurement 

failures of the three SICF risk measurement models increases significantly. 
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New Type of Chaotic Attractors and Their
Applications
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Abstract. We study the periodic solutions of a discrete neuron model for period
two or period three of the parameter (internal decay rate) (βn)

∞
n=0. The novelty of

this research is finding a chaotic attractor for certain interval, outside the defined
interval the solution goes to positive infinity or to negative infinity. The investiga-
tion can be useful in the design of chaos-based neural networks architecture.

Keywords. neuron model, discrete dynamical system, difference equation, chaotic
attractor

1. Introduction

In [1], the authors investigated the delayed differential equation

x′(t) =−g(x(t− τ)), (1)

that is used to model a single neuron, where g : R→ R is signal function and τ ≤ 0 is
a synaptic transmission delay. A more historical insight into this equation can be found
in [2]. From Eq. (1) a model for a single neuron is obtained x′(t) = −g(x[t])), where [t]
denote a greatest integer function. When we integrate this equation from n to t ∈ [n,n+1]
we get x(t) = x(n)− ∫ t

n g(x([s]))ds = x(n)− g(x(n))(t − n). By letting t → n+ 1 and
denoting x(n) = xn a difference equation is obtained xn+1 = xn−g(xn). This equation is
generalized for a discrete-time network of a single neuron model ([3]):

xn+1 = βxn−g(xn), n = 0,1,2, ..., (2)

where β > 0 is an internal decay rate and the signal function g is the following piecewise
constant function with McCulloch-Pitts nonlinearity:

g(x) =
{

1, x≥ 0,
−1, x < 0. (3)
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Optometry, University of Latvia, Jelgavas 3, Riga, and Institute of Mathematics and Computer Science of
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Several authors investigated Eq. (2) ([3,4,5,6,7,8], etc.). Difference equations have
been used as mathematical models for applications including neurons (see [9]).

The novelty of the authors of this article is the proposal to view the internal decay
rate β as a sequence of periodic numbers (βn)

∞
n=0. In [10,11,12], the authors investigated

the periodic solutions of a discrete neuron model when (βn)
∞
n=0 is periodic with periods

two and three. The existence of periodic points is different for sequences with period two
(even number) and three (odd number). In [13], the authors consider the situation when
the sequence is periodic with period 2 and show that at certain values of the coefficients
β0 and β1 a chaotic attractor is formed. It could be said that we deliberately create such
data (big data) that could be used to achieve certain goals.

In this article, we will focus on the sequences with period 3. We study the following
non-autonomous piecewise linear difference equation:

xn+1 = βnxn−g(xn), (4)

where (βn)
∞
n=0 is a periodic sequence with period three where

βn =

⎧⎨
⎩

β0, if n = 3k,
β1, if n = 3k+1,
β2, if n = 3k+2,

k = 0,1,2, ... ,

β0 > 0, β1 > 0, β2 > 0, all βi, i = 1,2,3, are not equal, with function g in form Eq. (3).
If we consider the right side of difference Eq. (4) as a function h : R → R and

let xn = hn(x0), x0 ∈ R, n = 1,2, ..., then we obtain the first order difference equation
xn+1 = h(xn) with initial condition x0 ∈ R. From the definition of Eq. (4), it follows that

first iteration of function h is in the form: x1 = h(x0) =

{
β0x0−1, x0 ≥ 0,
β0x0 +1, x0 < 0. Depending

on the circumstance, sometimes it is more convenient to describe the dynamics more
easily with the behavior of a function, and at other times with a difference equation.

In general, we consider a first order difference equation (see [14]) xn+1 = f (xn),
where f : R → R. Then the orbit of a point x0 ∈ R is defined to be the set of points
{x0,x1= f (x0),x2= f ( f (x0))= f 2(x0), ...,xn= f n(x0), ...}. A point x∗ is said to be a fixed
point of the map f or an equilibrium point of equation xn+1 = f (xn) if f (x∗) = x∗.

The concept of periodicity is one of the most important notion in the field of dy-
namical systems. Its importance follows from the fact that many physical phenomena
have certain patterns that repeat themselves (for example, the motion of a pendulum, the
motion of planets, the population size of blowflies or other insects at time n, the price of
commodity at time n).

Let x be in the domain of a mapping f . A point x is said to be a periodic point of f
with period k if f k(x) = x for some positive integer k. Note that x is a periodic point with
period k if it is a fixed point of the map f k.

We organize our paper as follows. In the next section we present results about Eq.
(4). In section 3 we analyze the Lyapunov exponent and find this exponent for our dy-
namical system. We show that for certain values of coefficients βi there exists a chaotic
attractor. At the end we give some concluding remarks, applications and future ideas.
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2. Some results about difference equations with period three coefficients

In this chapter, we refer to some of the most important results of article [11].
We remark that Eq. (4) with g in form Eq. (3) has no equilibrium points.

Theorem 1 The equation (4) has no periodic orbits with periods 3n+ 1 and 3n+ 2,
n = 0,1,2, ....

The number of periodic orbits depends on the relationship between the parameters β0, β1
and β2. In case with two periodic coefficients what both less than 1 exist only periodic
solution with period two but in case with three periodic coefficients what all three are
less than 1 not exist periodic solution with period three, in this case exist only periodic
solution with period six.

If the product of the coefficients β1β2β3 is strictly greater than 1 then there are
always solutions with period three.

Theorem 2 If β0β1β2 > 1 then initial conditions

x0 =
β1β2 +β2 +1

β0β1β2−1
and x0 =−β1β2 +β2 +1

β0β1β2−1

form periodic solutions of equation (4) with period three; all points of orbit are positive
in first case and negative in second case and both orbits are unstable.

If β0β1β2 > 1, then we have observed that our difference equation exhibits unbounded
solutions. Observe that in the conditions of the next theorem, the inequalities include the
initial points of a cycle with period three (Theorem 2).

Theorem 3 If β0β1β2 > 1 and x0 >
1+β2 +β1β2

β0β1β2−1
, then x0 forms unbounded solutions of

Eq. (4) - going to +∞. If β0β1β2 > 1 and x0 <−1+β2 +β1β2

β0β1β2−1
, then x0 forms unbounded

solutions of Eq. (4) - going to −∞.

3. Chaotic attractor

In this chapter, we will prove that the Eq. (4) (we can also say the function h) forms a
chaotic attractor in the set [−1, 1] under the condition 1 < βi ≤ 2, i = 0,1,2.

First, our aim is to determine the invariant interval (a set I ⊂ X is said to be invariant
under the map f : X → X if f (I) = I).

The invariant interval must contain the entire interval [−1, 1].
Now suppose that x0 ∈ [−1, 1]. Then the following statements hold true:
a) if 0≤ x0 ≤ 1, then −1 = 0−1≤ h(x0) = βix0−1≤ 2 ·1−1 = 1, i = 0,1,2,
b) if−1≤ x0 < 0, then−1 = 2 · (−1)+1≤ h(x0) = βix0+1 < 0+1 = 1, i = 0,1,2.

Definition 1 The Lyapunov exponent λ (x0) of the orbit {x0, x1, x2, ...} is defined as

λ (x0) = lim
n→∞

1
n

n−1

∑
k=0

ln | f ′(xk)|,

I. Bula and M.A. Radin / New Type of Chaotic Attractors and Their Applications144



provided that the limit exists.

In [14], the authors showed that if the Lyapunov exponent λ > 0, then the sensitivity
dependence on initial conditions exists. The Lyapunov exponent at a point x measures
the growth in error per iteration. As the Lyapunov exponent becomes larger, the magni-
fication of error becomes greater.

Theorem 4 If β0β1β2 > 1, then function h have a positive Lyapunov exponent.

Proof. For every β0 > 0, β1 > 0, β2 > 0 and arbitrary initial point x0 (what is not point
of discontinuity) the Lyapunov exponent is

λ (x0) = lim
n→∞

1
n

n−1
∑

k=0
ln |h′(xk)|=

= lim
n→∞

1
n (lnβ0 + lnβ1 + lnβ2 + ...+ lnβ0 + lnβ1 + lnβ2 + i1 · lnβ0 + i2 · lnβ1) =

= lim
n→∞

1
n

(
ln(β0β1β2)·(n−i1−i2)

3 + i1 · lnβ0 + i2 · lnβ1

)
= ln(β0β1β2)

3 > ln1
3 = 0,

where

i1 =
{

0, if n = 3m,
1, if n = 3m+1 or 3m+2, i2 =

{
0, if n = 3m or 3m+1,
1, if n = 3m+2, m ∈ N.

We will show that for certain values of the coefficients β1, β2 and β2 Eq. (4) forms
a chaotic system.

A Discrete Dynamical System, denoted by DDS for short, is the description of an
evolutive phenomenon in terms of a map f whose image is contained in its domain X .
Then the pair {X , f} is called DDS.

Definition 2 ([15], see [16]) A set A ⊂ I is called an attractor for a DDS {I, f} if the
following conditions hold:
1) A is closed;
2) A is invariant;
3) there exists η > 0 such that, for any x ∈ I fulfilling dist(x,A) < η , we have
lim
k→∞

dist( f k(x),A) = 0;

4) A is a minimal, that is there are no proper subsets of A fulfilling 1), 2) and 3).

Definition 3 ([15]) If A is an attractor of function f , then the set
{

x ∈ R| lim
k→∞

f k(x) ∈ A
}

is called an attraction basin of attractor A.

Definition 4 ([16]) An invariant set A is called a chaotic attractor provided it is an
attractor and f has sensitive dependence on initial conditions on A (or f have a positive
Lyapunov exponent on A).
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Theorem 5 Let 1 < β0 ≤ 2, 1 < β1 ≤ 2, 1 < β2 ≤ 2 and at least two from them
are different. Then [−1, 1] is a chaotic attractor of function h and attraction basin is]
−β1β2+β2+1

β0β1β2−1 , β1β2+β2+1
β0β1β2−1

[
.

Proof. In case 1< β0≤ 2, 1< β1≤ 2, 1< β2≤ 2 and at least two from them are different,
the interval [−1, 1] is an invariant set for the function h and the Lyapunov exponent is
positive by Theorem 4. Thus [−1, 1] is a chaotic attractor of function h.

Since 1 < β0 ≤ 2, 1 < β1 ≤ 2, 1 < β2 ≤ 2 and

β1β2 +β2 +1≥ β0β1β2−1⇔ 2≥ β0β1β2−β1β2−β2 = β2(β1(β0−1)−1)

then β1β2+β2+1
β0β1β2−1 ≥ 1. Similarly, it can be proved that all points of a cycle with period three

are greater than 1, that is, also β0β2+β0+1
β0β1β2−1 ≥ 1 and β0β1+β1+1

β0β1β2−1 ≥ 1.

Let β1β2+β2+1
β0β1β2−1 > 1. Our aim is to show that for all

x0 ∈
]
−β1β2 +β2 +1

β0β1β2−1
,

β1β2 +β2 +1
β0β1β2−1

[
\ [−1, 1]

the orbit by the function h eventually falls in the interval [−1, 1]. We consider only the
case when 1 < x0 <

β1β2+β2+1
β0β1β2−1 . The case when−β1β2+β2+1

β0β1β2−1 < x0 <−1 is similar and will
be omitted.

If 1 < x0 <
β1β2+β2+1
β0β1β2−1 , then

0 < β0−1 < x1 = β0x0−1 <
β0(β1β2 +β2 +1)

β0β1β2−1
−1 =

β0β2 +β0 +1
β0β1β2−1

.

If 0 < x1 ≤ 1, then the proof is complete. If this is not the case, then 1 < x1 <
β0β2+β0+1
β0β1β2−1 and therefore

0 < β1−1 < x2 = β1x1−1 <
β1(β0β2 +β0 +1)

β0β1β2−1
−1 =

β0β1 +β1 +1
β0β1β2−1

.

If 0 < x2 ≤ 1, then the proof is complete. If this is not the case, then 1 < x2 <
β0β1+β1+1
β0β1β2−1 and therefore

0 < β2−1 < x3 = β2x2−1
β2(β0β1 +β1 +1)

β0β1β2−1
−1 =

β1β2 +β2 +1
β0β1β2−1

.

Provided that xn /∈ [−1, 1], by induction we then conclude that

1 < x3k = β k
0 β k

1 β k
2 x0−β k−1

0 β k
1 β k

2 −β k−1
0 β k−1

1 β k
2 − ...−β2−1 < β1β2+β2+1

β0β1β2−1 ,

1 < x3k+1 = β k+1
0 β k

1 β k
2 x0−β k

0 β k
1 β k

2 −β k
0 β k−1

1 β k
2 − ...−β0−1 < β0β2+β0+1

β0β1β2−1 ,

1 < x3k+2 = β k+1
0 β k+1

1 β k
2 x0−β k

0 β k+1
1 β k

2 −β k
0 β k

1 β k
2 − ...−β1−1 < β0β1+β1+1

β0β1β2−1 ,

k = 0,1,2, ... .
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Next note that the difference between the iterations x3k and x3k+3 is

x3k−x3k+3 = β k
0 β k

1 β k
2 x0−(β k+1

0 β k+1
1 β k+1

2 x0−β k
0 β k+1

1 β k+1
2 −β k

0 β k
1 β k+1

2 −β k
0 β k

1 β k
2 ) =

= (β0β1β2)
k (β0β1β2−1)

(
β1β2+β2+1
β0β1β2−1 − x0

)
, k = 0,1,2, ... .

Since all multipliers are positive and lim
k→∞

(β0β1β2)
k = +∞ then the difference between

x3k and x3k+3 increases and we then get x0 > x3 > x6 > ... > x3k > x3k+3 > .... Thus we
conclude that there exists k ∈ N such that x3k ≤ 1.

Similarly, the difference between iterations x3k+1 and x3k+4, x3k+2 and x3k+5 in-
creases and we get x1 > x4 > x7 > ... > x3k+1 > x3k+4 > ... and x2 > x5 > x8 > ... >
x3k+2 > x3k+5 > .... Thus we conclude that there exists k1 ∈ N such that x3k1+1 ≤ 1 and
there exists k2 ∈ N such that x3k2+2 ≤ 1.

Example 1 Suppose that β0 = 1.92, β1 = 1.26 and β2 = 1.5. We obtain the follow-
ing period-3 cycle {1.669963481, 2.206329884, 1.779975654} and the following basin
of attraction ]−1.669963481, 1.669963481[. If we start with initial condition x0 = 1.66
(a point close to the boundary of the interval), then we observe the situation described in
Theorem 5, where the first ten iterations of the solution are greater than 1 (see Fig. 1).
Then x11 = 0.628189142 < 1 and all other points of the solution are in the interval
[−1, 1]. In Fig. 1 we see that

x0 > x3 > x6 > x9 > x12, x1 > x4 > x7 > x10 > x13, x2 > x5 > x8 > x11.

The behavior of the other points cannot be clearly described, but all other points are
located in the invariant interval (attractor) [−1, 1].

Figure 1. First 140 values of solution of difference equation (4) if β0 = 1.92, β1 = 1.26 and β2 = 1.5, and
x0 = 1.66.

4. Conclusion

In this article, we have shown a new example of a chaotic attractor. The novelty is based
on the use of periodicity. It could be that at certain values of the parameters βi, i = 0,1,2,
which are not all in the interval ]1;2], there exist some other chaotic attractors. The case
with β0 = 1, β1 = 2 and β2 = 3 mentioned in the article [11] is interesting. Although
there could be an invariant interval [−2, 2] here, numerical experiments show that all
solutions are periodic or eventually periodic.

The properties of chaos (sensitivity to initial conditions) can be used in random
number generation (see, for example, [17]) as well as in cryptography (see, for exam-
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ple, [18]). An important role here is played the uniform distribution of elements of the
solution. For example, the histogram of the solution of the difference equation (4) with
β0 = 2, β1 = 1.8 and β2 = 2 with the initial condition x0 = 0.6 is shown in Fig. 2. The
larger the values of βi, i= 0,1,2, the greater the sensitivity to the initial conditions (larger
Lyapunov exponent), the more appropriate the histogram looks.

Figure 2. The histogram of the solution (first 1000 values) of the difference equation (4) with β0 = 2, β1 = 1.8,
β2 = 2 and initial condition x0 = 0.6.
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A Study of the Impact of Excess Cash 

Holdings on Corporate Innovation 

Pan Ma 1  

School of Economics and Management, Lanzhou University of Technology, Lanzhou, 

Gansu, 730000, China 

Abstract: This paper investigates the relationship between excess cash holdings, 

product market competition and corporate innovation by using an empirical 

research method with a sample of A-share manufacturing companies listed in 

Shanghai and Shenzhen in China from 2011 to 2021. The study finds that: 

manufacturing companies' excess cash holdings have a positive impact on 

corporate innovation; product market competition positively regulates the 
relationship between excess cash holdings and corporate innovation, and the more 

intense the product market competition is, the more significant the regulating 

effect is. The research in this paper provides a reference for manufacturing firms to 

optimize corporate cash holdings and promote corporate innovation in different 

competitive market environments. 

Keywords: level of corporate cash holdings; product market competition; 
corporate innovation 

1. Introduction 

Enterprise innovation is a topic that has been commonly mentioned in recent years, and 

innovation in manufacturing enterprises in particular is of paramount importance. 

There are many factors that affect innovation in manufacturing enterprises, among 

which the lack of sufficient financial resources is one of the biggest problems that 

prevent most enterprises from carrying out technological innovation. However, in 

emerging market countries such as China, where capital markets and financial systems 

are relatively underdeveloped, there are few opportunities to obtain external financing 

for R&D. As a result, internal cash holdings are the main source of funding for 

innovative R&D. Arrow [1]study shows that moral hazard and adverse selection 

problems due to information asymmetry prevent external financing of technological 

innovation inputs, and firms then use internal cash holdings. Kamien and Schwartz[2] 

were the first to test theoretically that firms with a need for innovation increase their 

cash holdings. In China, Qingquan Tang and Xin Xu[3] showed that R&D investment 

is dependent on firms' internal capital due to its characteristics, and explored its impact 

on the relationship between internal capital and investment from the perspective of 

equity concentration and equity structure. Xin Lu et al.[4] classified high-tech firms 

listed in 2007-2009 into two categories: cash-rich and cash-deficient, and found that 

cash-deficient firms have significant cash flow sensitivity of R&D investment, and this 

relationship is stronger for non-state owned firms and small-sized firms. But should 
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excess cash be held in order to fuel the innovation activities of manufacturing 

companies? Does excess cash holdings facilitate or inhibit innovation? This is a 

question that needs to be examined in depth. 

The majority view is that excess cash holdings means that a company actually holds 

more cash than it needs to maintain its normal business activities. In recent years there 

has been a general tendency for listed companies in China to hold high levels of cash 

reserves. Research on the relationship between cash holdings and corporate innovation 

has received widespread attention from domestic academics: one view is that excess 

cash holdings have a crowding-out effect on corporate innovation performance due to 

the high opportunity cost [5]. Another view is that excess cash holdings have a catalytic 

effect on firms' innovation performance, and that the use of internal funds can 

effectively alleviate financing constraints to improve corporate innovation [6]. In 

conclusion, there is still disagreement on the relationship between corporate cash 

holdings and corporate innovation, and there is still room for further exploration. 

To synthesise the above analysis, this paper empirically examines the relationship 

between corporate excess cash holdings and corporate innovation as well as the 

moderating role of product market competition in enhancing corporate innovation, 

using a sample of Chinese manufacturing companies listed on the Shanghai and 

Shenzhen A-shares from 2011-2021. The findings of the study have important 

implications for the promotion of corporate innovation. 

2. Theoretical Analysis and Research Hypothesis 

2.1 Excess cash holdings and corporate innovation in manufacturing firms 

On the one hand, firms choose to set aside some excess cash within the firm based on 

speculative motives. As there is an additional opportunity cost associated with holding 

excess cash assets, firms tend to invest the excess cash to generate income to 

compensate for this opportunity cost. However, due to the imperfection of the capital 

markets and the lack of capital market savvy in manufacturing companies, 

manufacturing companies are more inclined towards corporate innovation than risky 

investments in the capital markets. On the other hand, innovation activities are 

long-term and require significant financial support, which can be obtained from 

internal and external sources. In reality, adequate cash reserves are the basis for 

innovation, and excess cash holdings can alleviate financing constraints and ensure 

continued investment in innovation activities. Hu Jun et al[7] conducted an empirical 

study based on the data of listed companies from 2007 to 2016 and found that 

long-term stable cash holdings play a crucial role in the innovation activities of 

high-investment firms. Dai Zhenzhen et al [8] took electronic equipment manufacturing 

enterprises as a sample and found through empirical evidence that electronic equipment 

manufacturing enterprises tend to use the excess cash holdings for corporate innovation 

investment thus improving their competitive position. Based on the above analysis, this 

paper proposes the following hypotheses: 

H1: Manufacturing firms' excess cash holdings have a catalytic effect on corporate 

innovation. 

 

P. Ma / A Study of the Impact of Excess Cash Holdings on Corporate Innovation150



2.2 Excess cash holdings, product market competition and firm innovation 

The study of the relationship between excess cash holdings and firm innovation cannot 

avoid the competitive product market environment in which firms operate. On the one 

hand, product market competition has an information effect, and the transparency of 

corporate information is enhanced when competition is fierce, so that corporate owners 

and external investors have an invisible monitoring effect on agents through the 

comparison of transparent information. This enables agents to regulate their own 

behaviour and to deepen their understanding of the firm's objectives, so that they can 

use the firm's excess cash resources to invest in innovations that are more beneficial to 

the firm's future development, thus strengthening the role of excess cash holdings in 

promoting innovation. On the other hand, according to market process theory, when 

external market competition is intense, the original market equilibrium will be broken, 

thus making the product market move towards a higher equilibrium. Corporate profits. 

In a competitive market environment, the only way for firms to gain competitive 

advantage is to increase their investment in innovation. When firms face severe 

financing constraints, the risk of uncertainty is even greater. To avoid the risk of 

predation and obsolescence, firms often tend to hold excess cash to cope with possible 

market changes. Under the effect of product market competition, the relationship 

between excess cash holdings and the promotion of firm innovation will be further 

strengthened. Based on the above analysis, this paper proposes the following 

hypothesis: 

H2:Other things being equal, product market competition positively moderates the 

relationship between a firm's excess cash holdings and firm innovation. 

3. Research design 

3.1 Sample selection and data sources 

The initial research sample of this paper is the A-share listed companies in the 

manufacturing industry in Shanghai and Shenzhen in China during the period from 

2011 to 2021, and all sample data are obtained from the Guotaian database. The sample 

was processed as follows: (1) Excluding the sample companies in the financial and 

insurance categories, ST and PT. (2) The continuous variables were subjected to an 

upper and lower 1% tailing process. The processing software used in this paper is 

Stata16 and Excel. 

3.2 Description of variables 

3.2.1 Explanatory variables.  

The explanatory variable in this paper is corporate innovation (Rd), which is measured 

by the ratio of R&D investment to current operating income. 
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3.2.2 Explanatory variables 

(i) Excess cash holdings (Excash) 

Excess cash holding is the core explanatory variable of this paper. In the selection of 

variables, we refer to the method of Oplear et al [9] and use model 1 to construct the 

expected model of enterprise cash holding. The absolute value of the residuals from the 

model regression is used as a proxy variable for excess cash holdings, with a larger 

indicator indicating a higher level of excess cash holdings. The larger the indicator, the 

higher the level of excess cash holdings. The closer the indicator is to zero, the closer 

the firm's excess cash holdings are to normal levels. 

Lncash = �� + ������ + ���� + ��	
� + ���
�
�ℎ + ������� + ����� +

 �	��� + ∑���
 + �                                                  (1) 

(ii) Product market competition (Pcm) 

For the measurement of the degree of product market competition, this paper mainly 

uses the Lerner index to measure the monopoly position of enterprises in the market, 

the Lerner index is calculated by the formula (price - marginal cost)/price. The Lerner 

Index is calculated as (price - marginal cost)/price. Because marginal cost itself is 

difficult to measure, this paper uses the profit margin instead, where Pcm = (operating 

revenue - operating costs - selling expenses - administrative expenses)/operating 

revenue. Its value varies between 0-1, the smaller the value of Pcm, the smaller the 

market power in the industry, the greater the competition faced by enterprises. 

3.2.3 Control variables 

As the relationship between excess cash holdings and corporate innovation can be 

affected by many factors, this paper refers to [2] Yu Yike et al. study in the selection of 

control variables to select corporate return on assets (Roa), Tobin's q, company size, 

total asset turnover, and the number of years the company has been listed as control 

variables. Detailed variable definitions and calculations are shown in Table 1. 

 

Table 1     Definition of variables 

Variable name Variable Codes Variable definition and calculation methods 

Corporate Innovation Rd R&D investment / Current operating revenue 

Excess cash holdings Excash Absolute value of residuals from regression of model (1) 

Product market 

competition 
Pcm 

Lerner Index, pcm = (operating revenue - operating costs - 

selling expenses - administrative expenses) / operating 

revenue 

Size of business Lnsize 
Natural logarithm of the company's total assets at the end of 

the year 

Number of years the 

company has been listed 
Age 

Year of observation minus the natural logarithm of the year 

of incorporation plus 1 

Return on assets Roa Return on Assets = Net Profit / Total Assets 

Tobin q TobinQ Market value of business/total assets 

Total asset turnover ratio Turn Operating income/total assets 

Annual dummy variables Year 
Takes a value of 1 when the business is in that year, 0 

otherwise 
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3.3 Model construction 

In order to verify the relationship between excess cash holdings and firm innovation, 

this paper draws on the approach of Yu Desheng and Li Xing[10] to explore product 

financialization and firm innovation, and constructs model (2) as follows:��
,� = �� +

�������ℎ
,� + ������
���
,� + ∑���
 + �
,� 

 To verify the moderating effect of product market competition on the relationship 

between excess cash holdings and firm innovation, other things being equal, this paper 

follows the method used by Desheng Yu and Xing Li[10] to verify the moderating 

effect and constructs model (3) as follows:��
,� = �� + �������ℎ
,� + �� �!
,� +

�������ℎ
,� ∗  �!
,� + ������
���
,� + ∑���
 + �
,�  

where Excashi,t*Pcmi,t denotes the cross product term and Controls denotes a set of 

control variables listed previously; ε is the stochastic perturbation term of the model. 

4. Empirical Results and Analysis 

4.1 Descriptive statistics 

    Table 2      Descriptive statistics of the variables 
 

Variables Obs Mean Std. Dev. Min Max 

Rd 16945 4.613 3.56 0.07 21.48 

Excash 16945 0.167 0.078 0.011 0.358 

Pcm 16945 0.138 0.104 -0.113 0.489 

TobinQ 16945 2.081 1.227 0.882 7.998 

Turn 16945 0.628 0.34 0.136 2.132 

Roa 16945 0.052 0.048 -0.099 0.205 

Lnisze 16945 22.02 1.163 20.025 25.595 

Age 16945 2.833 0.345 1.74 3.482 

From the descriptive statistics of the variables, it can be seen that the average value of 

enterprise innovation (the ratio of R&D investment to current operating income) is 

4.613, which indicates that the innovation intensity of manufacturing enterprises in 

China is still very weak, with the minimum value of 0.07 and the maximum value of 

21.48. It can be seen that there is a great difference in the innovation ability of different 

enterprises, which needs to be further strengthened. The maximum and minimum 

values of excess cash holdings are 0.011 and 0.358 respectively, indicating that the 

excess cash holdings of enterprises differ significantly among different manufacturing 

enterprises. 

4.2 Regressivity analysis 

Table 3      Regression results 

 (Model 2) (Model 3) 

Variables Rd Rd 

Excash 
2.339*** 

(3.43) 

4.890*** 

(5.45) 

Pcm  
0.339 

(0.34) 

Excashpcm  
-17.077*** 

(-4.19) 
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TobinQ 
0.058** 

(2.30) 

0.063** 

(2.51) 

Turn 
-1.985*** 

(-12.73) 

-2.108*** 

(-13.31) 

Roa 
-7.026*** 

(-10.01) 

-4.145*** 

(-4.59) 

Lnsize 
-0.181* 

(-1.83) 

-0.117 

(-1.14) 

Age 
-0.291 

(-0.63) 

-0.302 

(-0.66) 

Year Yes Yes 

Constant 
9.353*** 

(3.80) 

7.967*** 

(3.20) 

Observations 16,945 16,945 

R-squared 0.110 0.121 

Number of name 2,658 2,658 

adj_R2 0.120 0.120 

F 23.37 23.37 

Note: ①* denotes 10% level of significance, ** denotes 5% level of significance, *** denotes 1% level 

of significance; ② t-statistics after Robust correction are in parentheses. 

 

Table 3 reports the results of the panel regressions on firms' excess cash holdings, 

product market competition and firm innovation. The second column indicates the 

relationship between excess cash holdings and corporate innovation, where the 

correlation coefficient of excess cash holdings is 2.339, which is significant at the 1% 

level, indicating that excess cash holdings of manufacturing firms listed in China have 

a significant role in promoting corporate innovation, verifying hypothesis 1. Excess 

cash holdings of manufacturing firms reduce the financing constraint in innovation 

investment, thus allowing firms to have sufficient funds for longer-cycle innovation 

R&D activities, resulting in the strengthening of the innovation capability of 

manufacturing firms.  

The third column of Table 3 reflects the moderating effect of product market 

competition in the relationship between excess cash holdings and firm innovation, and 

the results show that the coefficient of the cross product term is -17.007, which is 

significant at the 1% level. In other words, the less competitive the product market is, 

the weaker the positive effect of excess cash holdings on firm innovation, and 

conversely, the weaker the inhibitory effect on the positive relationship between the 

two. The hypothesis of H2 is verified. According to the information effect of product 

market competition, an increase in product market competition makes firms disclose 

more information to the outside world, which is equivalent to imposing an "invisible 

oversight" on executives, which on the one hand alleviates agency conflicts and on the 

other hand avoids short-sightedness.  

5. Conclusions and Recommendations 

5.1 Research findings 

This paper explores the impact of excess cash holdings on corporate innovation based 

on the perspective of product market competition, using a sample of manufacturing 

companies listed in Shanghai and Shenzhen A-shares from 2011 to 2021, and draws the 
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following main conclusions: (1) Excess cash holdings of manufacturing enterprises 

have a catalytic effect on corporate innovation. The long cycle of corporate innovation 

activities and the high capital requirements of enterprises can effectively alleviate the 

financing constraints of enterprises and provide continuous financial support for their 

innovation activities. (2) Product market competition moderates the relationship 

between excess cash holdings and corporate innovation. The more competitive the 

product market is, the more significant the positive impact of excess cash holdings on 

corporate innovation, which is conducive to enhancing corporate innovation. The 

positive effects of the governance and predation effects of product market competition 

dominate. In terms of the governance effect, the more competitive the product market 

is, the better the external governance mechanism of the firm, which can curb the 

short-sighted and self-interested behaviour of executives and thus increase the 

investment in corporate innovation. In terms of the predatory effect, the more 

competitive the product market is, the more companies will take the initiative to 

increase their investment in innovation in order to prevent themselves from being 

"predated" by other companies in the same industry. 

5.2 Countermeasures and suggestions 

Based on the findings of this paper, the following suggestions are made: (1) 

Manufacturing enterprises can appropriately hold more funds than they need for normal 

operation according to their own situation, so as to alleviate the financing constraints in 

their innovation activities and reserve good funds for their innovation activities. (2) 

Enterprises should reasonably plan to retain corporate cash flow and formulate 

reasonable innovation strategies according to the degree of product market competition 

in the industry they operate in. 

Reference 

[1] Arrow K J. Economic Welfare and the Allocation of Resources for Invention[J]. social science electronic 

publishing, 1962. 

[2]Kamien M I,Schwartz N L. Self-financing of an R and D project[J]. Am. Econ. Rev.; (United States), 1978, 

68:3(3):252-261. 

[3]Tang Qingquan,Xu Xin. Corporate R&amp;D investment and internal funds--a study from Chinese listed 

companies[J]. China Accounting Review,2010,8(03):341-362. 

[4] Lu X., Zheng Y. F., Li J. M. A study on the impact of financing constraints on corporate R&D 

investment--empirical evidence from high-tech listed companies in China[J]. Accounting 

Research,2013(05):51-58+96.[5] Lydia Guo. The impact of financialization of manufacturing on innovation 

investment: "crowding out effect" or "reservoir effect"? [J]. Modern Economic Inquiry,2017(12):49-59. 

[6] Yu Yike, Guo Jing, Zhang Zaijie et al. Real estate crowding, cash holdings and firm innovation 

performance[J]. Statistics and Decision Making,2020,36(03):159-163.  

[7]Hu J,Li Q,Zeng Y. The smoothing effect of cash holdings on R&D investment:A product market 

competition perspective[J]. Journal of Management Engineering,2021,35(06):150-162.  

[8] DAI Zhenzhen,CHENG Kequn. Cash holdings, R&D investment and firm competitiveness[J]. Journal of 

Guangxi University of Science and Technology,2019,30(04):118-126. 

[9] Opler T, Pinkowitz L, Stulz R, et al. The determinants and implications of corporate cash holdings[J]. 

Journal of financial economics, 1999, 52(1): 3-46. 

[10] Yu, Desheng, Li, Xing. Corporate financialization, product market competition and corporate 

innovation[J]. Financial Development Research,2021,No.471(03):20-25. 

P. Ma / A Study of the Impact of Excess Cash Holdings on Corporate Innovation 155



Research on the Evaluation of Economic 

Responsibility Audit of State-Owned 

Enterprise Leaders from the Perspective of 

Green and Low Carbon 

Jing LIU①, Li MA and Cuilin WANG 

School of Economics and Management, Lanzhou University of Technology, No. 287, 

Langongping Road, Qilihe District, Lanzhou City, Gansu Province, China 

Abstract. With the implementation of the "carbon peaking and carbon neutrality" 
target strategy, green, low-carbon development has become the main way of 
economic development, and the low-carbon economic operation and healthy 
development of state-owned enterprises not only play a leading role in the operation 
of the national economy as a whole, but also are economic entities that bear greater 
pressure for green and low-carbon development. This paper focuses on the 
construction of an evaluation system for the economic responsibility audit of the 
leaders of state-owned enterprises from a green and low-carbon perspective, using 
the hierarchical analysis method to determine the weights of each evaluation index, 
and selecting three commercial state-owned enterprises of Gansu province for 
verification. The evaluation system is feasible and contributes to the balanced 
development between the economic development of state-owned enterprises and 
green and low-carbon. 

Keywords. green and low carbon; state-owned enterprises; economic responsibility 
audit; audit evaluation system 

1. Introduction 

Since the 1990s, China's economic responsibility audits have made great strides in 

development, with the successive introduction of relevant systems and regulations. The 

"Regulations on Economic Responsibility Audits of Major Leading Cadres of the Party 

and Government and Major Leaders of State-owned Enterprises and Institutions", 

revised in 2019, state that economic responsibility audits should implement the new 

development concept, promote high-quality economic development, facilitate 

comprehensive deepening of reform and promote modernization of the national 

governance system and governance capacity. In the report of the 20th Party Congress, it 

was stressed that the concept of "green water and green mountains are the silver mountain 

of gold" must be firmly established and practiced. Against the backdrop of the "double 
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carbon" goal of achieving peak carbon and carbon neutrality, strengthening ecological 

environmental protection and actively responding to climate change with a view to 

reducing pollution and reducing carbon as a means to increase efficiency is the only way 

to build a "beautiful China" and achieve sustainable development for the Chinese nation 

Li and Fang（2023)[1] . State-owned and state-controlled enterprises are the "front-

runners" in social and economic development, and are an important force in developing 

a green economy and building an ecological civilization Liang L. (2021)[2], Li 

Chao(2021)[3]. Therefore, proposes to reconstruct the evaluation system based on the 

existing evaluation system for the economic responsibility of leading cadres of state-

owned enterprises, with emphasis on the need for full coverage and green and low-carbon 

development, using a commercial class of state-owned enterprises as an example and 

three entities in Gansu Province as a trial run.  

2. Construction of an evaluation system for economic responsibility audits of 

state-owned enterprises in the commercial category 

2.1. Research status of evaluation index construction  

In the process of constructing the evaluation index of enterprise performance audit, 

different scholars adopt different methods, but they always follow the analysis principle 

of qualitative and quantitative merger. For example :Zheng Shiqiao (2018)[4] ,Wang 

Xiaohui（2006)[5],Li ZD, Guo L.（2022)[6]believes that the economic responsibility 

evaluation index system should be based on different industry characteristics and 

different types of cadres to select economic responsibility evaluation indicators. In the 

context of low-carbon economic development,  Liu Xuan（2015[7]Zheng Guohong 

(2017)[8]Chen Yijin(2023)[9] used AHP to construct a comprehensive audit evaluation 

system for green economic responsibility of state-owned enterprises, mainly selecting 

indicators from three levels : sustainable development, production and operation, and 

social responsibility. 

2.2.Construction of the evaluation system of commercial state-owned enterprises 

The evaluation system for commercial state-owned enterprises is ② guided by the 

concepts of full audit coverage, "carbon peaking and carbon neutrality" strategy and 

green low-carbon development. Specifically, it includes: the guideline level, i.e. the 

primary indicators: return on capital and quality efficiency, marketability, 

internationalization, sustainability of economic development, and integrity and 

governance. Specifically, there are 5 first-level indicators, 13 second-level indicators and 

47 third-level indicators.(see Table 3 for details). 

 

② Based on the role, status quo and needs of SOEs in economic and social development, central enterprises 
are defined as commercial (including commercial category 1 and commercial category 2) and public welfare 
according to their main business and core business scope, including: commercial category 1 enterprises: focus 
on fully competitive industries and fields, improve the rate of return on state-owned assets, ensure product 
quality, and be a market-oriented, international and competitive leader. The enterprises in the commercial 
category are 
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3. Calculation and application of the weights of the economic responsibility audit 

evaluation indicators  

3.1.Determination of the weighting of audit evaluation indicators 

This paper applies the hierarchical analysis method (AHP) to determine the weights of 

economic responsibility audit evaluation indicators for a commercial category of state-

owned enterprises. 

3.1.1 Modelling the hierarchy. Objective level: Evaluation index system for economic 

responsibility audits of commercial category 1 state-owned enterprises. 

Criteria level: The five dimensions of return on capital and quality and efficiency, 

marketability, internationalization, sustainability of economic development and integrity 

are set out in 13 levels, all of which are positive indicators, B1, B2, B3,...,B13 

respectively. Indicator layer: 47 items in total, of which 42 are positive indicators, 5 are 

negative indicators and 3 are qualitative indicators. These are C1,C2,C3,...,C47. See 

Table 2: 

3.1.2 Construction of the judgment matrix. 

The construction of the judgment matrix starts from the 2nd layer of the hierarchical 

model, and the indicators in the same layer are compared two by two from top to bottom 

layer by layer to obtain the judgment matrix B = (bij )n*n, bij denotes the relative weight 

values of elements i and j in a layer and the elements in the previous layer, i.e. the values 

obtained by comparing the two elements of i and j. n denotes the number of elements, 

then the calculation formula of the judgment matrix A is as follows: B = (bij )n*n  

The matrix is characterized as follows: bij >0 bij =1/bij bij =1 

Taking the profitability of the elements of the secondary indicator B1 as an example, by 

constructing a judgment matrix of the above elements that are comparable between two 

elements and using the metrics to give the corresponding weights to each element, such 

as the judgment matrix constructed for the B1 criterion level and the indicator level 

below B1 is shown in Table 1③ : 
Table 1. B1 Judgement matrix constructed at the criterion level and the corresponding indicator level 

B1 C1 C2 C3 C4 C5 Wi 

C1 1.0000 0.2500 0.3333 0.2500 0.2000 0.0554 

C2 4.0000 1.0000 2.0000 1.0000 0.3333 0.2018 

C3 3.0000 0.5000 1.0000 1.0000 0.3333 0.1444 

C4 4.0000 1.0000 1.0000 1.0000 0.5000 0.1905 

C5 5.0000 3.0000 3.0000 2.0000 1.0000 0.4079 

3.1.3.Consistency test and calculation of criterion layer weights. 

The following is an example of the process of calculating the weights for the profitability 

profile B1 at the return on capital and quality return levels:① The product of the values 

 

③ The data in the table indicates which of the two elements below B1, Ci or Cj, is more important and 
influential, on a scale of 1 to 9. The degree of influence bij, which indicates Ci and Cj on B1, is quantified by 
assigning values. 
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of the elements of each row of matrix A yields Mi . i.e. calculate the geometric mean of 

the factors in each row M = i ∏��� , i = 1, 2, ..., n, to obtain M1 = 0.0042, M2 = 0.6666, 

M3 = 0.1667, M4 = 0.5 and M5 = 18.②Calculate the nth root of Mi to obtain W =i√Mi�
 . 

Calculate the 5th root of Mi , i.e. Wi=√��� , i = 1, 2, ..., n, to obtain W1 = 0.3342,W2 = 

0.9221,W3 = 0.6988,W4 = 0.8706,W5 = 1.7826.③Normalize the vector to obtain Wi = 

M /i∑ Mj�
���  . W1 = 0.0554, W2 = 0.2018, W3 = 0.1444, W4 = 0.1905 and W5 = 0.4079 

were calculated, i.e. the resulting eigenvector is W = (0.0554, 0.2018, 0.1444, 0.1905, 

0.4079).④ Calculate the maximum eigenvalue λmax =
�

�
∑ (���)�

	�

�

��  . This yields λ

max = 5.1160.⑤Consistency test, using the random consistency ratio CR to determine 

whether the matrix has a head and tail consistency, the test standard is : CR = CI / RI. If 

CR ≥ 0.1, the judgment matrix is chaotic and lacks consistency, and the elements of the 

judgment matrix need to be adjusted. If CR < 0.1, the judgment matrix is consistent. By 

calculating the CR values of each index are less than 0.1, as shown in the table 2. All 

pass the consistency test, and the obtained weight results are reasonable and can be used. 

Table 2.CR value of each evaluation index 

Indicators Target level (B1) (B2) (B3) (B4) (B5) (B6) 

CR 0.0517 0.029 0.0629 0.0092 0.0274 0.0274 0.0001 

Indicators (B7) (B8) (B9) (B10) (B11) (B12) (B13) 

CR 0.0437 0.0001 0.0001 0.0001 0.0001 0.0239 0.0072 

Based on the above calculation steps, the AHP software was used to calculate the weights 

of each criterion layer and the corresponding indicator layer one by one. See Table 3: 

 
Table 3. Evaluation index system and weights for economic responsibility audits 

Target level 

Guideline level Indicator layer 
Weigh

ting Tier 1 indicators 
Secondary 
indicators 

Tertiary indicators 

Economic 
responsibility 

audit 
evaluation 

index system 
for 

commercial 
category 1 

state-owned 
enterprises 

 

100% 

Return on 
capital 

and 
quality 
gains 

24% 

Profitab
ility 

(B1) 

9.88
% 

Return on Net Assets (C 1,1) 0.55% 

Return on Total Assets  
(C 1,2) 

1.99% 

Surplus cash cover multiple 
(C 1,3) 

1.43% 

Cost Margin (C 1,4) 1.88% 

Rate of return on capital 
 (C 1,5) 

4.03% 

Asset 
quality 

(B2) 

7.91
% 

Total Asset Turnover (C 2,1) 1.82% 

Inventory turnover rate  
(C 2,2) 

0.37% 

Accounts receivable 
turnover rate (C 2,3) 

2.17% 

Non-performing assets 
ratio (C 2,4) 

1.15% 

Cash recovery rate on 
assets (C 2,5) 

2.40% 

Debt 
risk 

(B3) 

4.31
% 

Gearing ratio (C 3,1) 0.92% 

Interest earned multiplier 
(C 3,2) 

0.40% 

Current ratio (C 3,3) 0.25% 
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Quick Ratio (C 3,4) 0.85% 

Cash flow liability ratio 
 (C 3,5) 

1.89% 

Operati
onal 

growth 

(B4) 

1.90
% 

Sales (operating) growth 
rate (C 4,1) 

0.09% 

Capital preservation and 
appreciation rate (C 4,2) 

0.44% 

Sales (operating) profit 
growth rate (C 4,3) 

0.72% 

Growth rate of total assets 
(C 4,4) 

0.42% 

Technology input ratio  
(C 4,5) 

0.23% 

Level of 
marketabi

lity 

 

11.1
2% 

Degree 
of 

market 
opennes
s (B5) 

4.69
% 

Market-based employment 
levels (qualitative) (C 5,1) 

0.48% 

Employee shareholding 
ratio (C 5,2) 

0.81% 

Amount of dividends (C 5,3) 3.40% 

Degree 
of 

market 
develop

ment 
(B6) 

2.73
% 

Extent to which an enterprise's 
internal market-based 
management system is well 
developed (qualitative) (C 6,1) 

1.36% 

The degree of adequacy of 
internal supporting 
departmental regulations 
(qualitative) (C 6,2) 

1.36% 

Market 
share 

(B7) 

3.70
% 

Overall market share (C 7,1) 0.22% 

Target market share (C 7,2) 0.69% 

Relative market share  
(C 7,3) 

1.02% 

Comparative market share 
(C 7,4) 

1.77% 

Internatio
nalization 

level 

17.4
2% 

Inward-
looking 
internati
onalisati

on 

(B8) 

3.55
% 

Ratio of foreign purchases 
to total purchases (C 8,1) 

1.18% 

Ratio of foreign investment 
attracted to total investment 

(C 8,2) 
2.37% 

Outwar
d-

looking 
internati
onalisati

on 

(B9) 

6.09
% 

Ratio of foreign investment 
to total investment (C 9,1) 

2.03% 

Foreign sales to total sales 
ratio (C 9,2) 

4.06% 

Invisibl
e 

Internati
onalisati

on 

(B10) 

7.78
% 

"One Belt, One Road" 
exchange (C 10,1) 

2.59% 

Outbound investment 
profile (C 10,2) 

5.19% 

Economic 
developm

ent 
sustainabi

lity 

36.4
1% 

Social 
contribu

tion 

(B11) 

17.59
% 

Social contribution rate 
 (C 11,1) 

5.86% 

Employment contribution 
rate (C 11,2) 

11.73
% 

Environ
mental 

18.82
% 

Carbon emission rate 
 (C 12,1) 

2.74% 

J. Liu et al. / Research on the Evaluation of Economic Responsibility Audit160



protecti
on and 

resource 
use 

(B12) 

Ecosystem restoration rate 
(C 12,2) 

1.82% 

Rate of treatment of "three 
wastes" (C 12,3) 

1.79% 

Environmental profit and 
loss lift rate (C 12,4) 

1.86% 

Rate of reduction in energy 
consumption per unit of 

GDP (C 12,5) 
3.53% 

Rate of reduction in 
resource consumption 

(C )12,6 
3.45% 

Rate of conversion of 
scientific and technological 

achievements (C 12,7) 
3.63% 

Integrity 
in Politics 

11.0
5% 

Integrit
y in 

Politics 

(B13) 

11.05
% 

Penalty expenditure rate 
(C )13,1 

1.30% 

Personal Illicit Income Rate 
(C 13,2) 

3.51% 

Average annual duty 
consumption ratio (C 13,3) 

6.24% 

3.2.Application of evaluation indicator system 

3.2.1.Data collection. 

Quantitative indicators data were obtained from Gansu Province A, B and C④ Financial 

data of three commercial category 1 listed state-owned enterprises for 2019-2021 were 

compiled and summarized by hand. Qualitative indicators are transformed into 

quantitative data through the standardization of data, based on the ideas and application 

of the fuzzy mathematical affiliation theory of L.A. Zadeh (1965), Professor of 

Cybernetics at the University of California, USA. 

3.2.2.Evaluation Indicator Normalization Processing. 

The raw data values were normalized to keep the results within [0, 1]. Firstly, a 

distinction is made between very large and very small indicators of their own nature, and 

secondly, the indicators are calculated based on the formula: 

Very Large Indicators:  

max
uj

u

x
ij

ij
      Very Small Indicators: 

ij

min

ij

u

uj
x   

 

 

 

④
 As it relates to the financial information of the business, A, B and C are used instead of the company name. 
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3.2.3.Hierarchical analysis Evaluation. 

According to the classification of target level, criterion level (including primary and 

secondary indicators), indicator level (including tertiary indicators) and the calculated 

weights in Table 2, and combined with the collected data of specific indicators, the state 

values of each level Z, Bi , Cij are calculated by the formula: Z= ∑ Factor status value ×
�	�
ℎ�	�.First, the score of the criterion level (secondary indicator) is calculated, Bi=

∑ Level 3 indicator status values Cij⑤ × Three − level indicator weights Wi, and the 

calculation results are shown in Table 3 for B1..., B13.Next, the target layer score was 

calculated, Z= ∑Bi × Benchmark layer secondary indicator weights di , and the 

calculation results are shown in Table 4 for Z values. 

Table 4. Table of comprehensive evaluation results 

Company A 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 Z 

0.042 0.008 0.210 -1.972 0.009 0.512 0.205 0.139 0.108 0.597 -0.009 0.337 0.000 0.082 

Enterprise B 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 Z 

0.056 0.115 0.148 0.469 0.001 0.270 0.079 0.041 0.038 0.360 0.008 0.000 0.000 0.073 

Enterprise C 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 Z 

0.062 0.116 0.264 0.205 0.003 0.544 0.414 0.101 0.084 0.363 0.009 0.010 0.000 0.100 

3.2.4.Evaluation and analysis of the results. 

According to the evaluation and analysis results of the three enterprises, the evaluation 

values of enterprises A, B and C are 0.082, 0.073 and 0.100 respectively, with C > A > 

B, indicating that enterprise C has the best performance in fulfilling its economic 

responsibility, followed by enterprise A and the worst by enterprise B. From the primary 

indicators, it is clear that enterprises A, B and C are all performing well in terms of their 

economic responsibilities in terms of integrity and meet the compliance objectives of the 

economic responsibility audit. 

A more specific analysis reveals that Enterprise C ranks first among the three 

enterprises in terms of economic responsibility performance in the three areas of return 

on capital and quality of earnings, marketability and social contribution at the level of 

primary indicators. Looking specifically at the secondary indicators, it is found that the 

performance of economic responsibility fulfillment needs to be further improved in the 

areas of operational growth, market openness, internationalization, environmental 

protection and resource utilization. Company A is the strongest in terms of 

internationalization, environmental protection and resource utilization, but the weakest 

in terms of social contribution. Company C is the best overall, particularly in terms of 

quality of operations, market openness, internationalization and social contribution, but 

is clearly weaker in terms of environmental protection and resource utilization. 

 

 

 

⑤ Collecting and researching data 
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4.Conclusions and recommendations 

The above study shows that focusing on the green and low-carbon dimension in the 

economic responsibility audit of leading cadres of state-owned enterprises will definitely 

help to enhance the environmental awareness of enterprises and balance between 

enterprise development and low carbon, thus helping to achieve the "double carbon" goal 

of China rapidly. We suggest: Firstly, green, low-carbon development requires a lot of 

investment upfront, and in order to sort out good low-carbon development concepts in 

enterprises, governments at all levels need to make more development policies and 

financial investments to encourage this, while strengthening economic responsibility 

audit evaluation. Second, the government should guide enterprises to establish low-

carbon development funds, especially for enterprises with good economic development, 

and encourage a good balance between economic development and low carbon.  
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Abstract. This paper takes the comprehensive system problem of charging station 

location and shortest path optimization faced by new energy vehicles in the 
distribution process as the research object. We hope to obtain a combination 

optimization method that can further support China's use of new energy vehicles to 

complete urban distribution problems. This paper addresses the existing 
comprehensive challenges related to route selection and site allocation. It takes into 

account the short transportation mileage and low load capacity of new energy 

vehicles caused by charging constraints. At the same time, considering the 
timeliness of modern urban distribution, time window constraints and logic 

constraints are added. Taking the minimum number of charging stations and the 

minimum transportation cost as the multi-objective problem of combinatorial 
optimization, the mathematical model is finally established. After transforming the 

multi-objective problem into a single-objective problem, the genetic algorithm the 

genetic algorithm is used to solve the system problem comprehensively. Finally, an 
example is used to verify the feasibility and effectiveness of genetic algorithm in 

solving the new energy vehicle distribution - location path combination optimization 

problem. It provides theoretical support and development prospects for further 
promoting urban distribution of new energy vehicles in the future. 

Keywords. New energy vehicles, System location, routing problem, genetic 

algorithm 

1. Introduction 

In recent years, the rapid development of China's economy, the rapid advancement of 

urbanization, and the huge transformation of consumption patterns have brought new 

challenges to urban logistics and distribution. New energy vehicles are the most 

promising means of transportation for future urban logistics distribution, with many 

advantages such as environmental protection, low-carbon, and low noise. However, due 

to the unique performance characteristics of new energy vehicles, the application of new 

energy logistics vehicles in distribution cannot simply draw on the operating experience 

of traditional fuel trucks. For new energy logistics vehicles, their logistics management, 

driving environment, energy replenishment, and mileage limitations are all new issues 
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faced in distribution. How to establish and improve the logistics network distribution 

system for new energy vehicles, the selection of supporting facilities, and the 

optimization of distribution routes have become important issues that need to be urgently 

solved. 

In terms of path optimization problems, Erdogan and Miller-hook first considered 

the charging station factor in the modeling of green vehicle path problems, with the 

overall goal of minimizing the total delivery mileage [1-2]. Chen proposed a time 

scheduling model that considers the degradation effect of batteries and achieves orderly 

charging of vehicles according to the time schedule [3]. Fu Zhengtan developed an 

electric vehicle path optimization problem that considers time windows, and took the 

lead in considering charging behavior on the road [4]. DOMINIK GOEKE has expanded 

this model, taking into account different types of hybrid electric logistics vehicles[5].  

In terms of location problem, Wu Di. embedded transportation cost, time limit, 

warehouse operation cost and other parameters into the model analysis, modified the 

flow model of goods, and finally obtained the optimal location of the third-party logistics 

company's distribution center[6]. Mekhum found a logistics distribution center address 

that meets the logistics service needs of various major logistics service objects by 

conducting a sampling questionnaire survey on the location selection of logistics 

enterprise distribution centers[7]. Maximilian Schiffe takes the research on the location 

selection of distribution centers in St. John's Port as an example, introduces a virtual 

transportation logistics model, and obtains the optimal configuration address, effectively 

reducing the cost of agricultural product distribution for many small farmers[8].  

This article takes into account the current popular situation of new energy vehicle 

delivery, and further adds constraints by considering the limited delivery mileage and 

strict load constraints of new energy vehicles. In order to solve the more complex 

location path combinatorial optimization problem in this paper, genetic algorithm is 

selected to solve the optimization problem in this paper by using its convergence speed 

block, which can jump out of the local optimal solution to the global optimal solution, 

which proves the feasibility of this method in solving the location path combination 

problem. 

2. Design of New Energy Vehicle Delivery Site Selection and Path Optimization 
Model 

2.1. Conditional Assumptions 

It is necessary to fully consider the actual situation and the characteristics of new energy 

vehicles, such as weather conditions, congested road conditions, sudden situations, etc. 

Therefore, the following assumptions are made: 

(1) All delivery vehicles depart from the same distribution center to complete the 

delivery task. 

(2) During the delivery task, no new delivery tasks are accepted and the goods 

carried meet the demand at the beginning of the task. 

(3) During transportation, weather, traffic congestion, and unexpected situations are 

not considered. 

(4) For any delivery point, up to one vehicle can complete the delivery task. 

(5) Considering various factors such as the optimal cruising range with a maximum 

speed of 120km/h and 80km/h, as well as the speed limit of 60km/h on urban roads, the 
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speed of new energy vehicles designed in this article is uniformly driven at a speed of 

60km/h. 
(6) Considering the appropriate load capacity and maximum transportation distance, 

in order to better complete the delivery task, the design limits the load capacity of a single 

vehicle to less than 3 tons, and the transportation distance is 160km. 

2.2. Parameter Description 

The parameter assumptions are shown in Table 1. 

Table 1 Parameter Definition 

parameter meaning parameter meaning 

p0 
Represents a distribution center 

point 
LTi 

Indicates the latest time allowed for 

delivery vehicles to arrive at store i 

pi 
Indicates the i-th customer demand 
point 

���
�  

Indicates the transportation time from 
store i to j 

M 
Represents a set of customer 

numbers 
RTi 

Indicates the time when the delivery 

vehicle arrived at store i 

K 
Represents the collection of 

vehicles in the distribution center 
β1 

Unit penalty cost for early arrival 

doi 
Indicates the distance between the 
distribution center and store i 

β2 
Unit penalty cost for late arrival 

dij 
Indicates the distance between store 

i and store j 
a1 

Deterioration rate of goods during 

transportation 

Si 
Indicates the demand for products in 

each store (in tons) 
a2 

Deterioration rate of goods during 

unloading 

Ck 
Fixed cost of the k-th vehicle 

���
�  

Transport time of the k-th vehicle from i 
to j 

qk 
Indicates the loading capacity of the 

k-th delivery vehicle 
Uj 

The unloading time of the delivery truck 

at the store 

α 
Represents the transportation and 

distribution cost per unit distance 
ri 

Mass of cargo compartment when 

leaving cargo i 

��
� 

Represents the driving cost incurred 
by the k-th vehicle Pi 

Is it necessary to set up a charging 
station at the i-th store? 1 is set, 0 is not 

set 

ETi 
Indicates the earliest allowed 
delivery vehicle arrival time for 

store i 

  

Due to the time characteristics of customer demand involved in urban delivery, 

customers generally require goods to be delivered within a certain time interval, which 

must be within a time acceptable to customers in order to meet their requirements. If 

delivered too early or too late, dissatisfaction will occur and penalty costs will be incurred. 

This is a soft time window constraint, iRT where the delivery vehicle arrives within the 

interval [ , ]i iET LT ; If customer point j is on the same delivery route jCT ,

� � � �j i ij jCT RT UT T RT  then �i oiRT T . 

To facilitate the establishment of the model, binary variables are defined as follows: 

1 Vehicle k travels from i to j

0 else

k
ijx

�
� �
�

    (2-1) 

1 The demand for i is met by vehicle k

0 else

k
ijy

�
� �
�

   (2-2) 
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2.3. Objective function 

2.3.1 Total transportation cost 

(1) Fixed costs: The fixed cost of vehicles, including expenses such as vehicle 

consumption, maintenance, and driver's wages: 

1

1�

��
K

k
k

C C      (2-3) 

(2) Transportation costs: Transportation costs refer to the electricity, repair, and 

rental costs incurred by new energy vehicles during transportation. These variable 

transportation costs are divided into transportation distances, so the transportation costs 

are as follows: 

2

1 1 1� � �

����
K M M

k k
v ij ij

k i j

C C d x     (2-4) 

(3) Cost of damage to goods: The cost of goods loss refers to the loss of goods that 

occurs during the transportation and unloading process of the product. The cost of goods 

loss is the cost of transportation plus the cost of unloading: 

	 
3 1 2

1 1 1� � �

� ����
K M M

k k
ij ij j i

k i j

C x a t a U r     (2-5) 

(4) Time penalty cost: Due to the special nature of perishable fresh food, it is 

necessary to complete the delivery task within the customer's acceptable service time. If 

the food is not delivered to the demand point within the customer's acceptable time, there 

will be penalty costs. 

	 
 	 
4 1 2

1 1

max ,0 max ,0
� �

� � � �� �
M M

i i i i
i i

C ET RT RT LT    (2-6) 

The total cost of delivery is: 

	 


	 
 	 


31 2 4 1 2

1 1 1 1 1 1 1

1 2

1 1

min =

max ,0 max ,0

� � � � � � �

� �

� � � � � � �

� � �

� ��� ���

� �

K K M M K M M
k k k k

k v ij ij ij ij j i
k k i j k i j

M M

i i i i
i i

C C C C C C C d x x a t a U r

ET RT RT LT
 (2-7) 

2.3.2 Number of charging stations 

The number of charging stations set is appropriate. Having too few charging stations 

can cause vehicles to wait for charging, making it inconvenient to use and unable to 

support regional distribution tasks. However, having too many charging stations can 

result in significant cost and road pressure, especially in cities that are currently using 

new energy vehicle distribution services, which are mostly large cities or super large 

cities with high traffic pressure, such as first and second tier cities. Traffic is relatively 

congested and land space is difficult. Therefore, the design of the number and location 

of charging stations is also the goal of this study, but it should be designed to minimize 

the number of charging stations as much as possible after meeting the objective function 

(2-5). This is the most reasonable and convenient way for new energy vehicles of 

distribution enterprises to complete distribution tasks. 

1

min
�

� � i
i

P P     (2-8) 

2.4. Constraints 

1� �� ki
k

y i M      (2-9) 
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� 
0,1 ;� � �kiy i M A     (2-10) 

� 
0,1 ;� � �kix i M A     (2-11) 

0 ;� � � �ijk i M A      (2-12) 

;� � �� ijk ik
i

x y i M A     (2-13) 

;� � �� ijk ik
j

x y j M A     (2-14) 

� �50 ,150� �i i iRT ET LT i M    (2-15) 

1

3
�

��
K

k
k

q      (2-16) 

1 1

100
� �

���
M M

k
ij ij

i j

d x     (2-17) 

Meet the following constraints. Among them, equations (2-9) indicate that each 

demand point has only one vehicle for delivery; Equations (2-10) and (2-11) are integer 

constraints; Equation (2-12) refers to the unit time loss cost caused by the failure to 

deliver according to the customer's requested time; Equations (2-13) and (2-14) indicate 

that the delivery route of the delivery vehicle is a closed route; Equation (2-15) indicates 

that the product has arrived within the delivery time required by the customer; Equations 

(2-16) represent the allowable load constraints for new energy vehicles; Equation (2-17) 

represents the maximum mileage constraint for new energy vehicles. 

3. Genetic Algorithm for Solving Element Design 

The basic steps of genetic algorithm are: 

(1) Encoding: Encoding is generally described in mathematical language in a certain 

order based on the final result of the problem. However, choosing different coding forms 

will have a great impact on the running time, running speed and fitness value of the 

algorithm, and even directly affect whether the optimal solution can be found in the end.  

(2) Selection operator: In order to ensure that the genetic algorithm can jump out of 

the local optimal solution and approach the global optimal solution, it is necessary to set 

the genetic rules of the parents and children, namely the selection operator. 

(3) Crossover operator: In the process of inheritance from parents to offspring, 

organisms recombine chromosomes through certain crossing rules to generate new 

offspring individuals. Only by continuously increasing the number of offspring 

individuals can the optimal solution be found. 

(4) Mutation operator: Due to the crossover operator retaining a segment of 

dominant genes to the next generation, it is possible to cause offspring individuals to fall 

into local optima. Therefore, a segment of genes must be set for random mutation. 

(5) Fitness value: The greater the fitness value, the better the individual is, the 

greater the probability of its genes being passed on to the next generation, and vice versa. 

(6) Termination Rules: If the optimal solution is not found, it will constantly jump 

between several local optimal solutions and be difficult to converge. Considering the 

actual situation, it is necessary to design a termination rule, which often determines the 

total number of iterations. 
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4. Example verification 

4.1. Background Description 

Taking the data collected and organized by a certain enterprise in a city as an 

example, the enterprise currently has a distribution center (0 points) and 30 demand 

nodes (1-30 points). The specific coordinates and demand parameters are shown in Table 

4-1. In addition, in urban areas, there are 10 coordinate points (C1-C10) where charging 

stations can be set up, and the coordinates of the 10 charging stations are shown in Table 

4-2. The ultimate goal is to choose several routes starting from the distribution center 

point, around the remaining 50 coordinates and returning to point 0, with the shortest 

distance traveled; At the same time, it is also considered that in the proposed charging 

station C1-C10, the minimum number of constructions will be constructed[9]. 

Table 2 Distribution Center and Demand Node Coordinates and Demand Volume 

Serial 
number 

0 1 2 3 4 5 6 7 8 9 10 

x 15 80 19 49 45 65 71 76 28 68 66 

y 43 25 93 35 20 26 62 48 36 84 59 

requirement / 1140 990 840 930 870 660 750 690 720 750 

Serial 

number 
11 12 13 14 15 16 17 18 19 20 21 

x 17 12 50 96 35 59 23 76 26 51 70 

y 55 92 29 76 76 39 57 8 6 54 78 

requirement 870 630 1170 1170 900 900 810 1170 840 690 1080 

Serial 

number 
22 23 24 25 26 27 28 29 30   

x 90 96 55 14 15 26 85 26 82   

y 94 13 57 47 2 34 17 80 32   

requirement 840 750 870 660 690 1170 1200 960 660   

Among them, the unit of coordinate distance is km, and the unit of demand is kg  

Table 3 Coordinates of the Proposed Charging Station 

Serial 
number 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

x 94 68 76 75 40 66 18 71 4 28 

y 5 10 83 70 32 96 4 44 39 77 

Considering the daily use of the vehicle and battery loss, the maximum mileage of 

a single vehicle is 160km, and the maximum load capacity of a single vehicle is 3t. In 

order to transform the objective function into a single objective function, the minimum 

number of locations for charging stations is also converted into cost, that is, the 

construction cost of charging stations is 50, and the objective functions 3-5 and 3-6 are 

transformed into: 

	 


	 
 	 


31 2 4 1 2

1 1 1 1 1 1 1

1 2

1 1 1

min =

max ,0 max ,0 50

� � � � � � �

� � �

� � � � � � �

� � � � �

� ��� ���

� � �

K K M M K M M
k k k k

k v ij ij ij ij j i
k k i j k i j

M M

i i i i i
i i i

C C C C C C C d x x a t a U r

ET RT RT LT P
(4-1) 

Considering that the cost as the fitness value will lead to an increase in solving time 

and calculation, the calculation of its fitness value is the shortest total mileage in the 

process of using the genetic algorithm[10]. 
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4.2. Output Results 

The following is an introduction to the experimental results of genetic algorithm, 

without additional restrictions such as road conditions. The main steps are as follows to 

analyze the results of the basic genetic algorithm: 

(1) Generate distribution centers and 50 demand points, 10 proposed charging 

station nodes, with an initial population of 100; 

(2) As the result of Equation 4-1, calculate the fitness function, where; 

(3) The basic genetic rule is to select and design a crossover genetic probability of 

30% and a mutation probability of 5%; 

(4) Store the offspring obtained after mutation or crossover, while also saving the 

offspring back to the parent population to optimize computational efficiency; 

(5) Repeat steps 3 and 4 until the designed termination condition is met. In this 

article, the designed termination condition is 200 generations; 

(6) Compare the offspring with the lowest cost and output the length and order of 

the proposed charging station and the shortest path, and store them as the optimal solution 

to the problem. 

This article is based on MATLAB R2017a software and uses genetic algorithm to 

solve the case. Generate an initial population of 100, and after running, the convergence 

of the algorithm is shown in Figure 1. It can be seen that after approximately 90 iterations, 

the algorithm begins to converge and tends towards the optimal solution.

 

Figure 1 Algorithm Convergence 

The optimal solution appears after 163 iterations, and the total driving distance is 

1392.6652km.  

Finally, the design scheme of combinatorial optimization is shown in Table 4. 

Table 4 Final Vehicle Delivery Plan 

Plan Mileage Load capacity Plan Mileage Load capacity 

0-25-27-8-0 39.4082 2520 0-15-2-12-0 118.0956 2520 

0-20-24-10-6-0 118.7898 2970 0-1-30-28-0 158.8330 3000 

0-3-13-4-0 89.1090 2940 0-16-26-19-0 151.9758 2430 

0-21-(C3)-22-9-0 207.5928 2640 0-5-23-(C1)-18-0 203.8643 2790 

0-17-29-11-0 78.0555 2640 0-7-(C4)-14-0 226.9412 1920 

As can be seen from Table 4, when using genetic algorithm to solve the location 

path combinatorial optimization problem, a total of 10 new energy vehicles need to be 

configured, with an average mileage of 139.27 kilometers per vehicle, reaching 87.04% 

H. Chen and X. Qin / Research on Location-Route Problem170



of the maximum mileage of 160 kilometers for new energy vehicles; The average load 

capacity is 2637 kilograms, reaching 87.9% of the maximum load capacity of 3 tons, 

which is a relatively satisfactory state. Compared with the single point delivery plan, the 

number of vehicles allocated is reduced by 20, the average mileage per vehicle is 

increased by 92.84 kilometers, and the average load per vehicle is increased by 1758 

kilograms. The optimization effect is relatively significant. 

5. Conclusion 

This article conducts in-depth research on the comprehensive optimization problem of 

layout planning and optimal path selection of charging station facilities for new energy 

vehicles in urban distribution systems. This paper summarizes the current situation and 

research basis of the development of new energy vehicles in urban short and medium 

distance distribution, and makes a preliminary exploration of the problem of logistics 

enterprises choosing to establish charging stations by themselves. Finally, with the goal 

of minimizing the number of charging stations and the shortest transportation mileage, 

and with logic, travel conditions, time windows, maximum mileage, maximum load 

capacity and other conditions as constraints, a location path combinatorial optimization 

model is finally established. At the same time, considering the difficulty of solving multi-

objective problems, we have changed the problem of short transportation mileage and 

fewer charging stations to a single objective optimization problem that comprehensively 

solves operational costs. On this basis, considering that such practical problems are 

generally large in scale and involve many factors, a heuristic algorithm is selected to 

solve the combinatorial optimization model. Taking full advantage of the advantages of 

the fast convergence speed of genetic algorithm and the ability to jump out of the local 

optimal search for the global optimal, a genetic algorithm for combinatorial optimization 

is designed. Finally, an example is used to verify the feasibility and practicability of using 

genetic algorithm to solve the location routing combinatorial optimization problem of 

new energy vehicle distribution system. 

Due to the fact that this study focuses on the Chinese urban distribution system 

using new energy vehicles, therefore, the maximum mileage constraint for new energy 

vehicles is set in the constraint conditions of the model. In other geographical locations 

or situations where ordinary delivery vehicles coexist with new energy delivery vehicles, 

further adjustments need to be made to the model based on the cost and operating mileage 

of different vehicle models. 
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Abstract.Economic responsibility auditing can help promote regional economic 
development, but whether it helps enhance regional innovation capacity and low 
carbon development needs to be further tested. This paper examines the objectives 
of authenticity, legality, and effectiveness of economic responsibility audit. The 
results show that the increased scrutiny of the authenticity, legality and 
effectiveness of financial records, policy formulation and implementation, and 
major project activities of government leaders can definitely enhance the 
awareness of environmental protection and innovation among cadres, thus 
improving regional innovation capacity and helping to reduce carbon emissions, 
achieving the goal of double balance between economic growth and carbon 
reduction. 

Keywords. Economic responsibility audit, regional innovation capacity, low carbon 
development 

1. Introduction 

Since the 1950s, countries have pursued efficient production while making 

extensive use of natural resources, causing environmental problems such as climate 

warming and biological extinction. As a result, 183 countries signed the Kyoto 

Agreement in 1998: developed countries assumed carbon reduction obligations from 

2005 and developing countries assumed emission reduction obligations from 2012. By 

2020, 53 countries have already achieved the carbon peak, and China has officially 

proposed the goal of "reaching the carbon peak in 2030 and achieving carbon neutrality 

in 2060"
2

, which not only brings certain pressure on China's economic development, 

but also provides an opportunity to realize the organic combination of "low carbon" and 

"development",the exploration of new energy technology innovation, low-carbon 

development of new paths and other development opportunities, in December 2021 for 

the first time put forward the high-quality development, innovation-driven 

 

1 Corresponding Author, Jin SUN, School of Economics and Management, Lanzhou University of 
Technology, Lanzhou, Gansu, China. Email: sjjack54331@163.com.  
2 General Debate of the 75th Session of the UN General Assembly in 2020 

Modern Management Based on Big Data IV
A.J. Tallón-Ballesteros (Ed.)
© 2023 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA230182

173



development strategy and "carbon peaking and carbon neutrality" goals closely linked
3

, 

in August 2022 to achieve the goal of 2030 carbon peak of Low-carbon industrial 

process reengineering, dual-carbon management decision support system and other 

initiatives
4

. On the audit side, China emphasized that national audit should better serve 

in innovative operations and activities
5

, and the newly revised Regulations include 

ecological environmental protection into the key areas of investigation
6

 . 

The existing studies on audit, innovation activities and low-carbon development 

show that national audit can promote low-carbon development[1], national audit and 

exit audit of natural resource assets can help improve regional innovation 

capacity[2][3], improving R&D intensity and innovation capacity can solve 

environmental problems[4], but whether strengthening economic responsibility audit of 

party leaders directly contributes to improving regional innovation capacity and the 

realization of the "carbon peaking and carbon neutrality" target needs to be specifically 

tested. Based on the importance and urgency of low-carbon development goals, this 

paper empirically investigates the mechanism of the three major goals of economic 

responsibility auditing affecting low-carbon development and the mediating effect of 

regional innovation capacity using data from 30 provinces in China from 2009-2022. 

This paper provides useful reference for enriching the research on the role of economic 

responsibility auditing, developing the application field of innovation capacity, and 

exploring the realization path of low-carbon development. 

2.Theoretical analysis and research hypothesis 

At this stage, although China's environmental governance has made great progress 

and development, to successfully achieve the goal of "carbon peaking and carbon 

neutrality", we are facing pressure in the practice of green technology innovation and the 

formulation and implementation of environmental regulation policies, especially in 

regions with backward economic development, with high environmental pressure and 

with more prominent contradictions between economic development and environmental 

protection. Economic responsibility audit not only provide forensic information on 

fiduciary responsibilities, but also facilitate government to play a better constructive 

role in maximizing public interests[5]. 

In low-carbon development, the authenticity and legality objectives of economic 

responsibility audit can effectively supervise the availability of low-carbon financial 

funds for allocation, reasonable distribution and accurate records; it can further regulate 

the formulation and implementation of low-carbon policies and the legal collection and 

use of low-carbon funds; it can also urge the units with the above problems to rectify and 

reform. And the effectiveness audit objective of economic responsibility will prompt 

government leaders to make correct regional economic development goals and 

rationalize low-carbon development plans, achieve low-carbon economic  balance. In 

the process of helping to achieve the goal of "carbon peaking and carbon neutrality", 

 

3 Guiding Opinions on Promoting High Quality Development of Central Enterprises to Do a Good Job of 
Carbon Peaking and Carbon Neutral Work 
4 Science and Technology to Support Carbon Neutral Implementation Plan (2022-2030) 
5 Opinions on Auditing to Better Serve the Construction of an Innovative Country and a World Science and 
Technology Power 
6 Regulations on Economic Responsibility Auditing of Major Leading Party and Government Cadres and 
Leading Personnel of State-owned Enterprises 
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economic responsibility audit can promote the management awareness of leaders and the 

scientific choice of innovation behavior in terms of regional innovation capacity. It can 

also encourage leaders to exercise their authority, use funds and manage innovation 

activities in a rational manner, and pay great attention to the economy, efficiency and 

effectiveness of resource utilization; to enhance innovation capacity and increase 

economic value added by imitating, absorbing, improving technology and accelerating 

R&D; to minimize the cost of "trial and error" by means of expert verification[6]. 

In conclusion, the economic responsibility audit can control the unreal, illegal and 

ineffective phenomena caused by blind and misplaced investment etc.in innovation 

behavior in time, stimulate the innovation consciousness of government leaders, form a 

series of scientific innovation activities, cultivate emerging green industries, and 

promote the upgrading of low-carbon industries. The hypotheses are proposed: 

H1:Economic responsibility audit significantly contribute to low-carbon development. 

H2:Economic responsibility audit significantly contribute to regional innovation. 

H3: Regional innovation capacity has a mediating role in economic responsibility audit 

for low-carbon development. 

3.Research design and empirical analysis 

3.1. Study design 

 In order to ensure the consistency of the time caliber of the relevant data and the 

completeness and comprehensiveness of the empirical research data, the study takes the 

relevant data of 30 Chinese provinces from 2009 to 2020 as the sample. Carbon 

emissions are obtained from China Carbon Accounting Database, data of economic 

responsibility audit authenticity and legality indicators are obtained from China Audit 

Yearbook, innovation capacity index is obtained from China Regional Innovation 

Capacity Evaluation Report, other data are obtained from CSMAR, data collation and 

empirical study using spss software and stata software, using regression analysis based 

on statistical principles of data can determine the correlation between dependent 

variables and mediating variables, independent variables, so as to establish a regression 

equation model with good correlation to prove the research hypothesis and predict 

future changes in the dependent variable. 

Carbon emissions(t)measure low-carbon development, the economic responsibility 

audit authenticity objective is measured by the accounting inaccuracy rate (zs); the 

legality objective is measured by the violation rate (hf); the factor analysis method is 

used to construct effectiveness (xy) from tax revenue growth rate, per capita disposable 

income growth rate, gross product growth rate, budget revenue growth rate, budget 

expenditure growth rate, and consumption expenditure growth rate. The regional 

innovation index (cxnl) measures the regional innovation capacity, and the control 

variables are selected as the number of enterprises (qy), foreign trade (logjckzb) and 

education and culture(bkzb).Models(1) and (2) verify the impact of economic 

responsibility audits on low carbon development and regional innovation capacity, and 

model(3)verifies the mediating effect of regional innovation capacity in the relationship 

between economic responsibility audits and low carbon development: 

t=β�+β�zs+β�hf+β�xy+β�qy+β�logjckzb+β�bkzb+ ε (1) 

cxnl=β�+β�zs+β�hf+β�xy+β�qy+β�logjckzb+β�bkzb+ ε (2) 

t=β�+β�zs+β�hf+β�xy+β�cxnl+β�qy+β�logjckzb+β	bkzb+ ε (3) 
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3.2. Empirical Analysis 

Descriptive analysis and correlation analysis are not presented for space reasons. 

Stepwise regression method is used to test the models from the perspective of 

authenticity, legitimacy, and effectiveness. The authenticity regression test chart is used 

as an example, while the legality and effectiveness regression test charts are not shown 

and textual descriptions are provided. 

The multivariate regression of the economic responsibility audit authenticity 

objective (Table1), r
�
is 0.039, and the model is significant overall. The test results show 

that when the rate of accounting inaccuracy (zs) increases, i.e., the audit of authenticity 

objective (zs) is weak, the carbon emission (t) in model 1 increases significantly at the 

5% level with a regression coefficient of 0.025,the hypothesis H1 holds; the regional 

innovation capacity (cxnl) in model 2 decreases significantly at the 1% level with a 

coefficient of -0.001, the hypothesis H2 holds. The mediation test of model 3 regional 

innovation capacity (cxnl) between authenticity target (zs) and carbon emission (t) 

shows that the significance level of authenticity target (zs) decreases from 5% to 10%, 

and the regression coefficient decreases from 0.025 to 0.02. The significance level of 

regional innovation capacity (cxnl) is 10%, the regression coefficient is -4.912, which 

indicates that the direct effect of economic responsibility audit authenticity objective on 

low carbon development is reduced, innovation capacity has a partial mediating effect, 

the H3 holds. 

 

Table 1.Authenticity objective, regional innovation capacity and low carbon development 

Variable Type Variable Name Carbon emissions 

(t) 

Regional 

innovation 

capacity (cxnl) 

Carbon emissions  

(mediating effect) 

Model 1 Model 2 Model 3 

Explanatory variables Authenticity target 
(zs) 

0.025** -0.001*** 0.020* 

(0.011) (0.000) (0.011) 

Control variables Number of enterprises 
(qy) 

0.072 0.000 0.072 

(0.064) (0.001) (0.064) 

Education and Culture 
(bkzb) 

-678.934 -0.672 -682.234 

(523.529) (10.665) (521.706) 

Foreign trade 
(logjckzb) 

26.064 -0.937** 21.460 

(23.331) (0.475) (23.388) 

Intermediate variables Regional innovation 
capacity (cxnl) 

  -4.912* 

  (2.709) 

r
� 0.030 0.076 0.039 

 

The multiple regression of the economic responsibility audit legitimacy 

objective,r
�
is 0.042, and the model is significant overall. The test results show that when 

the violation rate (hf) increases.The audit of legality target (hf) is weak, the carbon 

emission (t) in model 1 increases significantly at the 1% level, with a regression 

coefficient of 267.847, validating H1; the regional innovation capacity (cxnl) in model 2 

decreases significantly at the 1% level, with a coefficient of -11.745, validating H2; 

model 3, the regional innovation capacity (cxnl) in the mediation test between legality 

target (hf) and carbon emission (t), the effect of legality target (hf) on carbon emission (t) 

decreases from 267.847 to 214.255, and the significance level decreases from 1% to 5%, 

and the regional innovation capacity (cxnl) shows a negative correlation at 10% level 

with a coefficient of -4.563, verifying H3. 
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The multiple regression of the economic responsibility audit effectiveness objective 

,r
�
is 0.049 and the model is significant overall. The test results show that: the higher the 

comprehensive efficiency index (xy), the higher the carbon emissions (t) in model 1 at 

the 5% level, with a regression coefficient of 135.798, which is at the stage of 

degradation of environmental quality with increasing income of the environmental 

Kuznets "inverted U" curve, and is not consistent with the absolute decoupling of carbon 

emissions with economic growth,H1 is not valid. In model 2, the regional innovation 

capacity (cxnl) is significantly positively correlated at the 1% level, with a coefficient of 

5.397, the good overall efficiency of the local situation, which helps to improve the 

regional innovation level by putting forward new requirements for industrial upgrading, 

H2 is valid. In model3, the effect of comprehensive benefit index (xy) on carbon 

emissions (t) rose from 135.798 to 176.909, the significant degree remains 5%, regional 

innovation capacity (cxnl) is 1% level negative correlation with a coefficient of 

-7.617,the comprehensive benefit index (xy) requires high, although carbon emissions (t) 

appeared to rise, but the mediating effect of cxnl is also obvious,H3 holds. 

3.3. Robustness tests 

The vif command was used to find that the vif values of the explanatory variables, 

mediating variables and control variables did not exceed 10, indicating that there was no 

multicollinearity problem; considering the problem of two-way causal endogeneity, the 

mediating variables, control variables and explained variables were used to lag 

one-period data, and winsor2 was used to shrink the tail at the 1% level; considering the 

problem of endogeneity of omitted variables, the hausman test procedure was used to 

find that the p-value was 0.0000 to reject the original hypothesis, Fe was correlated at the 

1% or 5% level, so the fixed-effects model (fe) was selected to develop the empirical 

evidence.  

The robustness test is conducted by replacing carbon productivity (tc) with carbon 

emissions (t) , and it passes the test in general with consistent direction and better results. 

In the main test of authenticity objective (zs), carbon emissions (t), regional innovation 

capacity (cxnl) and mediating effect are significant at 5%, 1% and 10% levels, while in 

the robustness test, they are all at 1% level, regional innovation capacity (cxnl) changes 

from partial to full mediating effect; significance in the main test of legitimacy objective 

(hf) is significant at 1%, 1%, and 5% levels, while the robustness test is at 1% level, and 

regional innovation capacity (cxnl) still plays a partial mediating role; the main test of 

effectiveness objective (xy) is significant at 5%, 1%, and 5% levels, the robustness test is 

at 1% level, regional innovation capacity (cxnl) changes from partial to full mediating 

effect. The results of the robustness test prove that the empirical test of this paper is 

stable.  

4.Conclusions and Recommendations 

The empirical test results show that strengthening economic responsibility auditing 

significantly promotes low-carbon development with truthfulness and legality 

objectives, and legality objective is more effective, but effectiveness objective is in the 

opposite direction, indicating that China's economic development is positively 

correlated with carbon emissions and is in the rising stage of the environmental 

Kuznets "inverted U" curve. The strengthening of economic responsibility audit 
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significantly promotes regional innovation capacity, with legality being the most 

obvious, followed by effectiveness. Regional innovation capacity has a mediating 

effect between economic responsibility audit and low carbon development, with the 

best effectiveness and the second best legality. 

Through the analysis, although the authenticity goal to promote low-carbon 

development is not as obvious as legality, the problem of economic business 

authenticity has been greatly reduced with China's continuous improvement of 

economic responsibility auditing, corruption punishment and full audit coverage, the 

authenticity goal of economic responsibility auditing has been basically achieved. The 

legitimacy objective is prominent in promoting low-carbon development, mainly 

because there are still irregularities in economic operation such as misappropriation of 

special funds. Strengthening the effectiveness goal must help regional innovation 

capacity and low-carbon economic development. 

In order for economic responsibility audit to better contribute to the "carbon 

peaking and carbon neutrality" goal, we suggest that: on the one hand, auditors 

continue to pay attention to the economic responsibility audit authenticity goal, and 

moreover, they should increase the review of legality and effectiveness goals; on the 

other hand, government leaders should strive to balance the contradiction between 

economy and environmental protection, and reach the highest point of the 

environmental Kuznets "inverted U" curve as soon as possible, achieve absolute 

decoupling of economic growth and carbon emission reduction, enhance regional 

low-carbon technology research and development capacity to develop low-carbon 

transition paths on the basis of increased innovation awareness. 
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Abstract. The development of big data has profoundly changed not only the way 
of human production and life but also the way we learn and educate ourselves. 

This research conducted an empirical analysis on the influencing mechanism of the 

quality of higher education using the structural equation model, finding that five 
factors “Active and Collaborative Learning (ACL)”,“Student and Faculty 

Interactive (SFI)”,“Level of Academic Challenge (LAC)”,“Supportive Campus 

Environment (SCE)” and “Enriched Educational Experiences (EEE)” influence the 
indicators “Knowledge Obtaining (KO)” ,“Ability Obtaining (AO)” and “Value 

Obtaining (VO)”. SCE has the largest impact on KO, while the influence of ACL 

is relatively weak. On this basis, this paper, by combining the features of big data, 
presented four methods for improving the quality of higher education: first, 

enhancing the construction of the education data platform; second, energizing 

energize education reform via big data; third, accurately identifying the level of 
academic challenge and selecting the appropriate education model by the aid of the 

big data technology; and fourth, based on the information technology, building a 

harmonic teacher-student relationship and peer relationship.  

Keywords. Information Technology, Big Data, Higher Education, Education 

Quality, Learning Engagement 

1. Introduction 

Big data, featured by convenience and efficiency, has imposed a significant influence 

on our lives. However, the popularization of big data has also impacted traditional 

higher education, especially in the aspects of teaching role cognition and education 
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methods. In the context of big data, higher education needs corresponding 

transformation. 

Today, research on the quality of higher education worldwide is shifting from the 

macroscopic level to the microcosmic level, and researchers start to evaluate the 

effectiveness of education from the aspect of students’ individual development. 

Learning engagement refers to the time and energy students put into effective learning 

activities and how they perceive the school’s support of their study[1][2]. This theory 

emphasizes student-centered educational philosophy and pays attention to students’ 

real learning experience and their growth and development. It is an important aspect for 

evaluating students’ comprehensive quality and is regarded as a critical theoretical 

thesis for promoting quality evaluation of higher education to shift from scale 

orientation to connotation orientation. 

This research explores the quality of higher education by studying the relationship 

between learning engagement and education quality in the context of big data. Besides, 

by analyzing the factors that influence college students’ gains from learning and the 

acting mechanism of these factors in the context of big data, this paper presents the 

methods of improving the quality of higher education.  

2. Theoretical basis 

George officially proposed the theory of learning engagement in 2001, pointing out that 

learning engagement refers to the time and energy invested by students in academic 

and effective educational practices, as well as the degree of support provided by the 

campus environment for students' academic performance. It is the interaction between 

students' behavioral feelings and the academic environment[3]. Based on the theory of 

learning Engagement, the United States, Australia, and other countries have carried out 

surveys of college students' learning situation, in order to provide reference for 

improving students' learning effectiveness, among which the National Survey of 

Student Engagement in the United States, NSSE) had the most widespread impact. 

On the basis of NSSE, a research team represented by Tsinghua University 

developed the Survey of Chinese College Students (CCSS). Driven by this project, 

some experts and scholars have carried out theoretical and practical research on college 

students' learning engagement, including examining Chinese higher education 

evaluation from the perspective of learning engagement, promoting CCSS 

questionnaire indicators and content localization process, and conducting research in 

combination with specific teaching practices. For sample, Tian Tian et al. built a five-

dimensional second-order factor structure model of college students' learning 

engagement based on CCSS questionnaire data[4]. Sun Dongmei et al. found that 

interpersonal environment, cultural environment and learning motivation all have 

significant positive influences on educational harvest[5]. However, previous studies on 

engagement in learning did not take big data into account as an important factor, which 

is explored in this study. 

From the existing research results on the influence mechanism of learning input 

on education quality, the research conclusion supports that all dimensions of learning 

input can predict education quality. For example, Li Xiongying et al. proved that 

learning input of students in "top-of-the line program" has a significant positive impact 

on learning harvest[6]. Xing Quanchao pointed out that activities such as "campus 

environment support degree" and "educational experience richness degree" have a 
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significant impact on undergraduate students' academic performance[7]. Wang Yashun 

used a multilayer linear model to explore the mechanism of the influence of college 

students' learning engagement on learning gain. The results show that college students' 

learning engagement has a higher explanatory rate on learning gain[8]. Liu Yunyun 

made an empirical analysis and found that hardware, interpersonal and cultural 

environment were significantly positively correlated with satisfaction at school[9]. 

Therefore, this paper proposes a research hypothesis: under the background of big data, 

college students' learning involvement also has a significant positive impact on the 

quality of higher education. 

3. Research design 

3.1. Research tool 

This research employed CCSS questionnaire as the survey tool. The CCSS 

questionnaire constructs five-dimensional indicators of learning engagement: Level of 

Academic Challenge (LAC), Supportive Campus Environment (SCE), Active and 

Collaborative Learning (ACL), Student and Faculty Interactive (SFI) and Enriched 

Educational Experiences (EEE). In this paper, these five comprehensive and 

comparable indicators were selected as the factors for evaluating college students’ 

learning engagement. The quality of education is first reflected in the quality of the 

education receivers. Therefore, this research focused on students’ gains from learning 

and took the educational outcome-oriented view on value-added education quality 

evaluation, choosing three indicators, namely Knowledge Obtaining (KO), Value 

Obtaining (VO) and Ability Obtaining (AO) from indicator “Learning gains from self-

report” of the CCSS questionnaire as the indicators to evaluate the education quality. 

 

3.2. Research sample 

In this study, samples were collected by grade stratification random sampling method, 

and questionnaire links were released on wechat and QQ groups in Guangdong 

universities that widely use big data management, by "Questionnaire Star" tool from 

March to April 2022. A total of 1764 questionnaires were collected, and 1394 valid 

questionnaires were obtained after deleting invalid data, with an effective rate of 79%. 

4. Empirical analysis 

4.1. Testing using the measurement model 

4.1.1. Factor analysis 

As for the exploratory factors, this research used Spss26.0 software and conducted 

suitability testing on pretest data with the aid of the KMO value and Bartlett's test of 

sphericity. The result shows KMO=0.925 and Bartlett's test P=0.00 0.01, indicating 

that data in this research can be used for exploratory factor analysis. The method of 

principal component analysis-direct Oblimin was used to extract factors. After 
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retaining factors with a characteristic value larger than 1 and deleting the items with a 

communality smaller than 0.04, a loading value smaller than 0.40 and cross-loading of 

factors, five factors were finally extracted from the learning engagement scale. The 

final learning engagement scale extracted five factors with a communality between 

0.598 and 0.942 and a cumulative variance explained of 62.13%, while the education 

quality scale extracted three factors with a communality between 0.560 and 0.913 and a 

cumulative variance explained of 65.91%, both scales reaching a satisfactory level. 

As for the confirmatory factors, this research used Mplus7.0 software and 

conducted confirmatory factor analysis using the maximum likelihood (ML) method, 

so as to verify the construct validity of the scales. According to the results, the 

goodness-of-fit indexes of the learning engagement model are χ2/df=2.168, CFI=0.985, 

TLI=0.959, RMSEA=0.053, and SRMR=0.072; the goodness-of-fit indexes of the 

education quality model is χ2/df=2.586, CFI=0.912, TLI=0.907, RMSEA=0.049, and 

SRMR=0.069. This reveals that these two analysis models of the confirmatory factors 

have a good fitting performance, as shown in Table 1. 
Table 1. Goodness-of-Fit Analysis 

Goodness-of-
Fitting Index χ2/df RMSEA TLI CFI SRMR 

Learning 
engagement model  2.168 0.053 0.959 0.985 0.072 

Education quality 
model 2.586 0.049 0.907 0.912 0.069 

Fitting criteria 3 0.08 0.90 0.90 0.10 

4.1.2. Reliability and validity testing 

As for reliability, SPSS26.0 was used for reliability testing, and the Cronbach’s α 

coefficient is shown in Table 2. According to the result, the overall Cronbach’s α value 

of the two scales is larger than 0.80, and the Cronbach’s α value of each factor is larger 

than 0.70, indicating good reliability of the questionnaires. At the same time, the 

combined reliability (CR) of all variables is between 0.726-0.872, larger than 0.60 and 

reaching a statistically significant level. This reveals a good internal consistency of 

these two questionnaires and the influence factors, as shown in Table 2. 

As for validity, the average variance extracted (AVE) was used to measure the 

convergent validity. The validity value of each factor is larger than 0.50, which is 

acceptable. In terms of the discriminant validity, the AVE square root of each factor is 

overall larger than the correlation coefficient of their respective correlation factors. 

This indicates a good discriminant validity of the factors and a good correspondence 

between the measured items, as shown in Table 3. 

Scale Factors Items Combined 
reliability (CR) 

α 
coefficient 

Scale 
α 

coefficient 

Convergent 
validity 

Learning 
engagement 

LAC 9 0.801* 0.796 

0.831 

0.653 

SCE 10 0.793*** 0.783 0.569 

ACL 11 0.760* 0.756 0.461 

SFI 9 0.778** 0.781 0.635 

EEE 12 0.745*** 0.822 0.632 

Table 2. Scale of Reliability and Convergent Validity of the Measurement Model  
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Note: *** represents p 0.001, ** represents p 0.01, and * represents p 0.05. 

 

Table 3. Discriminant Validity Testing of the Measurement Model 

Factors 1. LAC 2. SCE 3. ACL 4. SFI 5. EEE 6. KO 7. AO 8. SCO 
1. LAC 0.772        

2. SCE 0.425 0.668       

3. ACL 0.324 0.311 0.751      

4. SFI 0.251 0.365 0.233 0.635     

5. EEE 0.310 0.326 0.224 0.259 0.826    

6. KO 0.266 0.351 0.313 0.367 0.282 0.752   

7. AO 0.339 0.239 0.390 0.392 0.262 0.311 0.846  

8. VO 0.412 0.347 0.408 0.345 0.277 0.372 0.269 0.854 

Note: The values on the diagonal are the AVE square root values, and data in the lower triangular matrix 
are correlated coefficients of the factors. 

4.2. Structural equation modeling 

The first step of structural equation modeling is to set up the model to be estimated. 

Based on the research hypothesis, The statistical tool Mplus7.0 was used in this study 

to build an  influence path model for college students’ learning gains, as shown in 

Figure 1.  The result of fitting index testing (χ2/df=2.621, RMSEA=0.045, CFI=0.914, 

TLI=0.909, SRMR=0.072) reveals that the fitting indexes of the model are in the 

acceptable scope and the model can well fit data, as shown in Table 4. 

 
Figure 1. Hypothesis of China’s higher education quality influence path model   

 
Table 4. Fitting Effect Evaluation Table of the Structural Model  

Fitting index χ2/df RMSEA TLI CFI SRMR 

Learning engagement 
model 2.621 0.045 0.909 0.914 0.072 

4.3. Hypothesis path testing  

The model in Figure 2 clearly shows the factors that influence the quality of higher 

education, the influence paths, and the structural relationships of these factors. For 

Education 
quality 

KO 2 0.872** 0.849 

0.843 

0.547 

AO 10 0.741** 0.786 0.516 

VO 3 0.726*** 0.854 0.620 
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college students, the five factors of LAC, SCE, ACL, SFI and EEE have a positive 

influence on KO, VO and AO. According to the results of the data analysis, in this 

model, except that the paths of LAC and VO, SFI and AO are not significant, there is a 

statistically significant correlation among 13 paths. There is a significant positive 

correlation in the paths between LAC and KO (β=0.561, p<0.05) and AO (β=0.455, 

p<0.001); there is no significant correlation in the paths between LAC and VO 

(β=0.496, p>0.05). There is a significant positive correlation in the paths between SCE 

and KO (β=0.652, p<0.001), AO (β=0.606, p<0.05) and VO (β=0.674, p<0.01). The 

paths between ACL and KO (β=0.295, p<0.05), AO (β=0.327, p<0.001) and VO 

(β=0.351, p<0.05) are significantly positive. There is a significant positive correlation 

in the paths between SFI and KO (β=0.373, p<0.05) and VO (β=0.432, p<0.001), but 

there is no significant relationship in the paths between SFI and AO (β=0.479, p>0.05). 

The paths between EEE and KO (β=0.599, p<0.01), AO (β=0.635, p<0.001) and VO 

(β=0.624, p<0.001) have a significant positive correlation. Specific data are shown in 

Figure 2.  

 
Figure 2. Structural equation model of  higher education quality influence factors and influence paths 

5. Discussion and suggestions 

5.1. Discussion 

5.1.1. All the factors of college students’ learning engagement have a positive influence 
on the learning gains 

According to the results of data analysis, college students’ learning engagement has a 

significantly positive influence on their learning gains. In other words, students taking 

more challenging courses, spending more time and energy in their learning, increasing 

high-quality interactions with their peers and teachers, and actively taking part in 

various educational practices, all these activities can effectively improve their abilities 

such as synthetic analysis and critical thinking, and help the college students to have a 

better understanding of themselves and the world. 

5.1.2. The influence of the factors of college students  learning engagement on their 
learning gains is different 

The empirical research suggests that SCE is the most important factor that influences 

the quality of higher education, having an effect value above 0.6 with KO, VO and AO. 
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The second most influential factor is EEE, which has an effect value above 0.6 with 

AO and VO and an effect value of 0.59 with KO. In comparison, ACL and SFI have a 

relatively weak influence on college students’ learning gains, with an influence value 

below 0.5. 

5.1.3. SCE has the largest influence on college students  learning gains, while ACL 
has the smallest influence 

The empirical research indicates that the influence path of SCE is the most significant 

factor for the quality of higher education. The main reason is that the campus 

environment has a powerful educational function and can unconsciously influence 

students’ choice of values, way of thinking and behavioral tendencies[10]. As to ACL, 

analysis reveals a small influence coefficient between ACL and KO, VO and AO. This 

could be attributed to the lecture-based approach typically used by college instructors, 

which offers limited chances for students to engage in oral presentations, ask questions, 

or collaborate with peers. Consequently, ACL may not effectively enhance students' 

learning gains[11].  

5.2. Suggestions 

Today, the information technology represented by big data is developing quickly, 

which not only profoundly influences the reform and development of all sectors of 

society but also provides unprecedented opportunities for innovating the methods of 

higher education. Based on the results of the empirical study discussed above, we have 

the following suggestions of improving the quality of higher education by combining 

the features and advantages of information technology in the era of big data. 

5.2.1. To enhance the construction of the education data platform 

First, colleges need to set up an education data platform that integrates massive 

educational resources and information. In building this data platform, colleges should 

collect a magnitude of educational data and resources by screening and integrating data 

information and broadening the channels of data sources. At the same time, it is 

suggested colleges strengthen cooperation with enterprises, with the help of modern 

information technology, to set up a data platform integrating educational administration, 

student management, teaching and academic research. Furthermore, by using cloud 

computing technology, colleges can classify and analyze data on the platform, thereby 

gaining insight into the features of different student groups and seeking a basis for the 

innovation of education methods. 

5.2.2. To energize education reform via big data 

In educational practices, colleges can get an understanding of the number of 

participants and students’ feedback on the practices with the aid of the big data 

platform, learn the advanced experience that helps enrich their educational pattern and 

content and keep broadening their thinking in the learning process. In social practices, 

colleges can also use big data technology to record the whole process of the out-of-

school education practice in real time through various we-media platforms. They can 

also adopt a unified educational information-sharing system to accurately reflect 
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students’ participation in the practices and their feedback, in an attempt to continuously 

improve the educational effect of the practices. 

5.2.3. To accurately identify the level of academic challenge and select the appropriate 
education model depending on the big data technology 

College administrators and teachers can collect and manage information such as the 

click rate of teaching content, the keyword search rate and the applicable level 

corresponding to students’ abilities by using the big data platform. This helps the 

colleges to select appropriate educational content and reduce misguide from 

disqualified and wrong educational resources quickly and accurately. Colleges can also 

use the big data platform to search educational patterns of other colleges with the same 

major features and the same core disciplines, to learn from their beneficial experience 

and develop their respective educational patterns by combining their situations.  

5.2.4. To build a harmonic teacher-student relationship and peer relationship based on 
information technology 

In terms of the teacher-student relationship, teachers can use the big data platform to 

observe and understand each student’s real situation of study and life and their mental 

state. Through data comparison and analysis, teachers can study the type of changes in 

students’ thoughts, thereby communicating with students in a more targeted manner. 

As to the peer relationship, colleges can take full use of information technology to 

break boundaries in time and space, encourage more communication between students 

and create a harmonic and friendly peer atmosphere. This will further improve the 

effectiveness of collaborative learning and feasibly raise education quality. 

6. Conclusions and limitations 

Based on a sample of 1394 college students in China, this study proposed and tested 

the influence of students' learning involvement on the quality of college education in 

the era of big data. The results show that each dimension of college students' learning 

engagement has a positive influence on learning harvest, and the influence is different. 

Campus environment support has the biggest influence on college students' learning 

harvest, while active cooperative learning has the least influence. In conclusion, this 

study confirms that in the era of big data, students' learning involvement has a 

significant positive impact on the quality of higher education.  

This study has some limitations that could be addressed in future studies. First, the 

sample size of this study is limited. More participants with diversified backgrounds 

could be included in future studies. Secondly, the data in the current study were 

collected with self-report and cross section. Although the measurements were widely 

used in previous studies and were proved to be reliable and valid in the current study, 

might still have led to a subjective bias and difficulties to track the study. Consequently, 

it is recommended for future studies to adopt multiple evaluation methods and data 

(e.g., field visits, tracking studies) with reliable measurements to evaluate the learning 

engagement of college students and the quality of higher education. 
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Abstract. This research aimed to determine the relative importance of four criteria 

for decision-making by using each one with a popular decision-making method and 

evaluating the outcomes and using these criteria to provide ranked alternatives 

(according to each criterion’s relative importance) for making an investment 

decision. The four criteria were obtained from a comprehensive literature review 

related to securities investment. The investment data analyzed were past investment 

data on trading securities under the Energy and Utilities category of the SET50 index 

in the Stock Exchange of Thailand. The analysis was done through an Analytic 

Hierarchy Process (AHP) and a Technique for Order of Preference by Similarity to 

the Ideal Solution (TOPSIS). Opinions of three experts with experience in giving 

securities investment advice were collected and arranged into pair-wise comparison 

matrices that were used in AHP. AHP and TOPSIS calculations were done in 

Microsoft Excel. The results of the study show that the most important criterion was 

financial fundamentals with a weight of 44.59%; the second rank criterion was 

technical factors with a weight of 20.15%; the third-rank criterion was risk factors 

with a weight of 19.64%; and the last rank criterion was fundamentals of structure 

and sustainable development with a weight of 15.62%. In addition, the outcome of 

security ranking by TOPSIS and the past security ranking data were significantly 

similar as analyzed by a hypothesis statistical test with two dependent samples. 

Keywords. Analytic Hierarchy Process, Multi-criteria Decision Making, Stock 

Investment, Technique for Order Preference by Similarity to Ideal Solution 

1. Introduction 

Financial investment is the dedication of an investor’s money to buy various securities 

in order to generate income in the future. The revenue or return depends on the conditions 

and agreements of the securities. Generally, under a low-interest rate state, assets will be 

able to generate a higher revenue than the interest that must be paid. Thus, shareholders 

can make a lot of profit using low personal investment. On the other hand, if investing 

in high-interest rates, the interest burden will rise and will make less profit to 

shareholders. Securities have different risks. There are many forms of returns from 

investment in securities, such as capital gain, dividend, and rights offering. 
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The fluctuations in stock prices may be the result of several factors. Investors in 

securities need to have basic knowledge, such as reading financial statements, 

understanding the basic factors of the company, and studying techniques for stock 

analysis. Therefore, investors need to study various information before deciding to invest 

and to find new methods that can make a profit as needed. However, most investors make 

investment decisions based mainly on their intuition [1], which requires a reasonable 

decision. A good decision depends on the decision-making processes. Important 

decisions require a process with steps relying on the reason to lead to the correct and 

successful path. The important step in the decision-making process is to determine the 

importance of the criteria that will affect the choice of options to invest, especially for 

new investors or small investors who still lack experience [2]. 

[3] applied non-parametric statistical analysis to determine ranking criteria, ANP 

Multi-Fuzzy technique to determine the weights. The Fuzzy TOPSIS technique was then 

used to rank the top 50 stocks. Some experts believe that 80 percent of ranking results 

are based on the first three factors that carry more weight. In addition, the results of 

expert surveys about being ranked in the rankings show that the results are very close to 

reality. [17] have proposed a model for evaluating India's best pharmaceutical stocks. 

using Multi-criteria Decision Making (MCDM). The weights are calculated from 

pairwise comparisons based on the best and worst criteria. The main criteria are the 

likelihood of bankruptcy score, Z-score, total debit bonus, cash per share, book value per 

share, operating profit margin, price-earnings ratio, and revenue. As a result, Wipro is a 

stable stock, while Tech Mahindra became the stock with the highest price increase.  

The objectives of the study are to study criteria used in making investment decisions 

in energy and utility sectors in the Stock Exchange of Thailand, to determine the weight 

of the criteria and prioritize the criteria by using the Analytic Hierarchy Process (AHP) 

method, and to apply AHP and Technique for Order of Preference by Similarity to the 

Ideal Solution (TOPSIS) in making investment decisions in energy and utility sectors. 

1.1. Analytic Hierarchy Process (AHP) 

The Analytic Hierarchy Process is the widely popular method of multicriteria decision-

making techniques. It is the process to support a complex decision, which can be broken 

down into a set of criteria relating to the overall goal by the pairwise comparison method 

and calculating a rating of criteria and alternatives [4, 5]. Moreover, it can help to make 

good decisions in situations of several choices [6, 7, 8]. 

There are three parts: the goal, all of the possible solutions, called alternatives, and 

the criteria on which decision-makers will judge the alternatives. The step-by-step 

approach for AHP is followed as: 

Step 1: Define the problem and criteria. 

Step 2: Define alternatives. 

Step 3: Establish priority amongst criteria and alternatives using pairwise 

comparisons. 

Step 4: Check consistency amongst the pairwise comparisons. 

To calculate consistency for scoring criteria by pairwise comparison. It takes the 

sum of the values for each criterion in the vertical row. Each row is multiplied by the 

sum of the mean values in each horizontal row, then add the multiplied results obtained 

together. as in equation (1). 

 maxAW W��  (1) 
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Where A denotes a reciprocal matrix by a numerical value normalized to 1. 

W denotes eigenvectors that show the relative importance of criteria of the 

same hierarchy. 

max� denotes maximum eigenvalue. 

In the next step, to validate the results of the AHP, the Consistency Ratio (CR) is 

calculated using the formula, CR = CI/RI in which the Consistency Index (CI) is, in turn, 

measured through the equation (2): 

 
max( n)

. .
(n 1)

C I � �
�

�
 (2) 

Random Consistency Index (R.I) is obtained by experimentally sampling from 

64,000 sample matrices proposed by Saaty [4] as shown in Table 1. 

Table 1. The value of the Random Consistency Index 

Dimension 1 2 3 4 5 6 7 8 9 10 

RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 

 

Step 5: Evaluate relative weights from the pairwise comparisons and get the 

calculated overall priorities for the alternatives. 

1.2. Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) 

The Technique for Order Preference by Similarity to Ideal Solution is one of the 

multicriteria decision-making techniques. [9] stated that the main concept is based on an 

ideal solution technique. The alternative which is close to the positive ideal solution and 

far from the negative ideal solution is the best. The importance weights of the criterion 

are defined by the expert’s opinion numerically and the ranking results can be obtained 

corresponding to the importance weights of the criteria. 

 

Step 1: Construct the decision matrix and determine the weights of the criteria. 

Let � �� ijX x  be a decision matrix and � �� , ,..., nW w w w1 2  be a weight vector, 

where 	
 	
,ij jx w  

Step 2: Calculate the normalized decision matrix. 

The normalized decision matrix is defined in (3). 

 ij ij ijr x x� � 2
 (3) 

Step 3: Calculate the weighted normalized decision matrix 

The weighted normalized decision matrix is defined in (4). 

 ij j ijv w r�  (4) 

P. Chaiwuttisak / Multi-Criteria Decision-Making for Investment Portfolio Selection190



Step 4: Determine the positive idea and negative ideal solutions. 

Positive ideal solution A�
 has the form shown in (5): 

 
 �1 2 3, , ,... ,...� � � � � �� j nA v v v v v  (5) 

 � � � �
 �1 2max , min , 1,2,3,...,i ij i ijv j j v j j i m� 	 	 �  

Negative ideal solution A�
 has the form shown in (6): 


 �1 2 3, , ,... ,...j nA v v v v v� � � � � ��  (6) 

� � � �
 �1 2min , max , 1,2,3,...,i ij i ijv j j v j j i m� 	 	 �  

Step 5: Calculate the separation measure from the positive ideal solution and 

negative ideal solution. 

The separation of each alternative from the positive ideal solution is given in (7). 

 � �2

1

, 1,2,3,...,
n

ij
j

s v Aj i m� �

�

� � ��  (7) 

The separation of each alternative from the negative ideal solution is given in (8). 

 � �2

1

, 1,2,3,...,
n

ij
j

s v Aj i m� �

�

� � ��  (8) 

Step 6: Calculate the relative closeness to the positive ideal solution. 

The relative closeness to the positive ideal solution is defined in (9). 

 

� � , 1,2,3,...,i
i

i i

sc i m
s s

�
�

� �
� �

�
 (9) 

Step 7: Rank the preference order or select the alternative closest to 1. 

2. Research Methodology 

The data used in this study are divided into 3 parts: 1) primary data collected from experts 

2) secondary data collected from industrial sector securities, energy, and utilities listed 

on the Stock Exchange of Thailand. A total of 12 securities are shown in Table 2 and 3) 

technical analysis data from the efin Stock Pick Up® program. Data is collected from 

2021 until 3 March 2022. 
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Table 2. The name of the securities company in the research  

No Company Name Abbreviation 

1 Banpu Public Company Limited BANPU 

2 B.Grimm Power Public Company Limited BGRIM 

3 Banpu Power Public Company Limited BPP 

4 Energy Absolute Public Company Limited EA 

5 Electricity Generating Public Company Limited EGC 

6 Global Power Synergy Public Company Limited GPSC 

7 Gulf Energy Development Public Company Limited GULF 

8 IRPC Public Company Limited IRPC 

9 PTT Public Company Limited PTT 

10 PTT Exploration and Production Public Company Limited PTTEP 

11 RATCH Group Public Company Limited RATCH 

12 Thai Oil Public Company Limited TOP 

 

The main criteria have been selected to use in a decision in securities investment 

consisting of four main criteria and 11 sub-criteria as shown in Table 3. The experts, who 

have experience in advising securities investment, have been selected to evaluate the 

relative importance scores. There are three experts, consisting of the first expert working 

as a Wealth Relationship Manager, the second expert as a Senior Director of Human 

Resources, and the last expert working as Dealer & Products (Global Markets). Those 

experts have the following qualifications: 1) Able to give advice for trading or investing 

in the stock market. 2) Have basic knowledge of finance and investment in several types 

of financial securities, including the ethic of conduct for giving appropriate investment 

advice. 

Table 3. Main criteria and sub-criteria used in making investment decisions in securities. 

Main Criteria Sub-criteria Related Research Description 

Financial 

Infrastructure 

Return on Equity 

[10,11,12,13] 

 

All sources of funds 

provided by the business 

for its operations, both 

short-term and long-term 

sources of funds. 

Price to Earnings Ratio 

Price to Book Value Ratio 

Technical 

Indicators  

Oscillator 

[1,14] 

 

Tools Selection helps make 

a profit from the market 

which can help to spot 

signals. or an opportunity 

to make a buy signal or a 

sell signal 

Relative Strength Index 

Simple Moving Average 

Basic Structure 

and Sustainable 

Development 

Governance 

[15] 

Concrete practice for 

sustainable growth goals of 

the business Corporate Image 

Investment Risk 

Factors 

Beta  

[9,16,17] 

 

Changes that cause the 

actual yield to deviate from 

the expected rate of return. 

Standard Deviation 

Liquidity Ratio 

P. Chaiwuttisak / Multi-Criteria Decision-Making for Investment Portfolio Selection192



3. Result 

All criteria and alternatives mentioned above have been used to formulate a hierarchical 

diagram of decision-making. The objective at level 1 is to select securities in the energy 

and utilities group. The main criteria are at level 2, sub-criteria are at level 3, and 

alternatives are at level 4. Then, the geometric mean of the pairwise comparisons of 

criteria obtained by the three experts was calculated as in Table 4, dividing each pairwise 

comparison by the sum of the numbers in the vertical column of the main criteria. It is 

normalized by having the sum of the main criteria in each column equal to 1.00 and 

calculating the importance of the main criteria by calculating the mean of the main 

criteria in each row shown in Table 5. It can be seen that the top priority criterion in 

making a decision to invest in securities is the financial infrastructure, followed by 

technical indicator, investment risk factor, and basic structural & sustainable 

development respectively. 

Table 4. Consistency analysis of the main criteria 

Main 
Criteria 

Financial 
Infrastructure 

Basic structure 
and sustainable 

development 

Technical 
Indicators 

Investment 
Risk Factors Eigenvector Product Product/ 

Eigenvectors 

Financial 

Infrastructure 
1.0000 2.7589 3.3019 1.6134 0.4459 1.8591 4.1694 

Basic Structure 

and Sustainable 

Development 

0.3624 1.0000 0.7306 0.8707 0.1562 0.6360 4.0727 

Technical 

Indicators 
0.3018 1.3821 1.0000 1.3572 0.2015 0.8185 4.0620 

Investment Risk 

Factors 
0.6136 1.1447 0.7368 1.0000 0.1964 0.7973 4.0586 

max�
 

4.0907 

C.I. 0.0302 C.R. 0.0336 

Table 5. Weights of the main criteria. 

Main Criteria Weights Priority Orders 

1 Financial Infrastructure 0.4459 1 

2 Basic Structure and Sustainable Development 0.1562 4 

3 Technical Indicators 0.2015 2 

4 Investment Risk Factors 0.1964 3 

 

After that, the maximum Eigenvector ( �max ) was calculated by multiplying the 

product of eigenvalues from Table 5 in each row by the mean of pairwise comparisons 

by experts of all criteria from Table 4, then calculating the Consistency Index (C.I.) by 

subtracting the number of criteria, which in this research is 4, dividing by the number of 

criteria minus 1, then calculating the Consistency Ratio (C.R.) from C.I. divided by the 

Random Consistency Index (R.I.), which is a sampling of 64,000 samples from the 

matrix. In this study, there were 4 main criteria for sampling. Therefore, the value is 0.90, 
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indicating that the Consistency Ratio: C.R.) has a value of 0.0336, which is not more 

than the specified value, which is 0.10, as shown in Table 4. 

In the same way, the researcher used the results of comparing the sub-criteria 

significance from all experts to calculate the average significance weight. as well as 

checking the consistency ratio, which must not exceed 0.10. The calculation results of 

the weighting of the sub-criteria under the financial infrastructure criteria show that the 

first-ordered priority in deciding to invest in securities is the Price to Earnings Ratio 

representing 26.27 percent. The second-ordered priority is the Price to Book Value Ratio. 

representing 10.18 percent. The third-ordered priority is the return on equity ratio. 

accounted for 8.13 percent. 

The result of the significant weight of sub-criteria under the Basic Structure and 

Sustainability Criteria shows that top priority in deciding to invest in securities is the 

image of the company, representing 9.22 percent, and good governance representing 6.40 

percent. The results of calculating the weight of the sub-criteria under the technical 

indicators show that the top priority is the simple moving average (9.33 percent), 

followed by the Stochastic Oscillator (5.91 percent), and a relative strength index (4.91 

percent). The results of calculating the weight of the sub-criteria under the risk factor, it 

was found that the liquidity ratio is 9.19 percent, the beta value is 5.51 percent, and the 

standard deviation accounted for 4.94 percent.  

Then, TOPSIS was applied to help rank securities. All 11 sub-criteria were collected 

as follows: Return on Equity Ratio, Price to Earnings Ratio, Market Price to Book Value 

Ratio, Good Governance, Company Image, Relative Strength Index, Stochastic 

Oscillator, Simple Moving. Average, Beta, Standard Deviation, and Liquidity Ratio. 

They are determined as the benefit criteria (+) and cost criteria (-) and determining the 

final weight derived from the hierarchical analysis process (AHP) as in Table 6. 

Table 6. AHP weights and benefit/cost of all 11 sub-criteria 

Main Criteria Sub Criteria Symbol AHP 
Weights 

Relative 
Weights 

Benefit/Cost 
Criteria 

Financial 

Infrastructure 

Return Ratio to Shareholders C1 0.0813 0.1824 + 

Price Ratio Per Profit C2 0.2627 0.5893 + 

Accounting Market Price Ratio C3 0.1018 0.2283 - 

Basic structure 

and sustainable 

development 

Governance C4 0.0640 0.4095 + 

Image C5 0.0922 0.5905 + 

Technical 

Indicators 

Relative Strength Index C6 0.0491 0.2436 + 

Stochastic Oscillator C7 0.0591 0.2932 - 

Simple Moving Average C8 0.0933 0.4632 + 

Investment Risk 

Factors 

Beta C9 0.0551 0.2804 - 

Standard Deviation C10 0.0494 0.2515 - 

Liquidity Ratio C11 0.0919 0.4681 + 

 

The researcher collected data for all 11 sub-criteria as mentioned above, of 12 

securities in the energy and utilities category of the SET50 listed on the Stock Exchange 

of Thailand in 2021, between the first quarter of 2021 and the fourth quarter of 2021, all 

12 securities are alternatives for making investment decisions. and then create a 12 x 11 

decision matrix to calculate the stock rankings. Then adjust the data by vector 

normalization method and calculate the standard weight by multiplying the standard of 

each alternative and each criterion with the AHP weight. 
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After that, determining the ideal solution matrix of the positive ideal solution with 

the highest value of each criterion (V � ) and the negative ideal solution with the lowest 

value of each criterion (V � ) were calculated. Then calculate an alternative distance from 

the positive ideal solution (
iS � ) and an alternative distance from the negative ideal 

solution (
iS �) and find the consistency value to be a positive ideal solution weight ( iC� ). 

Table 7 shows the values 
iS � ,

iS �  and iC�  of securities used in making investment 

decisions in the first quarter of 2021. 

Table 7. 
iS � ,

iS �  and  
iC�  of securities used in making investment decisions in the first quarter of 2021 

Securities iS �  
iS �  

iS �+ 
iS �  

iC�  Order 

BANPU 0.1709 0.0860 0.26 0.3346 11 

BGRIM 0.1065 0.1169 0.22 0.5233 2 

BPP 0.1560 0.0862 0.24 0.3558 8 

EA 0.1356 0.0965 0.23 0.4157 3 

EGCO 0.1725 0.1048 0.28 0.3781 6 

GPSC 0.1422 0.0897 0.23 0.3867 4 

GULF 0.0802 0.1692 0.25 0.6786 1 

IRPC 0.1679 0.0844 0.25 0.3346 12 

PTT 0.1662 0.0852 0.25 0.3388 10 

PTTEP 0.1562 0.0857 0.24 0.3543 9 

RATCH 0.1564 0.0882 0.24 0.3606 7 

TOP 0.1581 0.0981 0.26 0.3830 5 

 

The Sign Test for Two Related Samples is used to compare actual rankings of 

securities based on the percentage change of securities and securities rankings using 

TOPSIS. 

 

Statistical Hypothesis 

   H0: The securities ranked by TOPSIS did not differ from the actual ranks. 

   H1: The securities ranked by TOPSIS differ from the actual ranks. 

 

The results of the hypothesis test obtained from the IBM SPSS analysis between the 

securities ranked by TOPSIS and the actual ranks of securities, at a significance level of 

0.05. The first quarter of 2021 has a p-value of 0.388, which is higher than the 

significance level. Therefore, the null hypothesis cannot be rejected. Namely, the 

securities ranked by using the TOPSIS method and the actual ranks are not different. As 

same as, the securities ranked by using the TOPSIS method and the actual ranks in the 

other quarters are not different. 

4. Conclusions 

The ranking of the main criteria for stock market investment on the AHP. It was obtained 

by experts. The experts have given importance to the main criteria in descending order 

P. Chaiwuttisak / Multi-Criteria Decision-Making for Investment Portfolio Selection 195



as follows: First, the financial infrastructure (0.4459), followed by the technical 

indicators (0.2015), the investment risk factor (0.1964), and basic structure and 

sustainable development (0.1562). 

The researcher used the TOPSIS method to analyze alternative priorities of 12 

securities in the Stock Exchange of Thailand during the 1st - 4th quarter of the year 2021, 

using statistics to test using the Sign Test for Two Related Samples to test for consistency. 

between the securities ranks using the TOPSIS method and the actual ranks of securities 

at the significance level of 0.05. The results showed that there was no difference between 

the two groups, ranks by TOPSIS are no different from actual ranks of securities. 

References 

[1]  Soniwan RG, Ratnawati A, Irawan T. Analysis of Decision Making Investment Stock Using Analysis 

Hierarchy Process (AHP). International Journal of Business and Management Review. 2017; 5(10): 31-

39. 

[2]  Opasanon S. Multiple Criteria Decision Making. Journal of Business Administration. 2003; 35(139): 4 – 

7. 

[3]  Kimiagari AM, Saleh ES. Ranking Tehran’s Stock Exchange Top Fifty Stocks Using Fundamental 

Indexes and Fuzzy TOPSIS. Engineering, Technology & Applied Science Research. 2017; 7(4): 1863 – 

1869. 

[4]  Saaty TL. The Analytic Hierarchy Process. New York: McGraw-Hill; 1980. 

[5]  Saaty TL. Multicriteria Decision Making: The Analytic Hierarchy Process. Pittsburgh: RWS 

Publications; 1991. 

[6]  Ghodsypour SH, O’Brien C. A Decision Support System for Supplier Selection using an Integrated 

Analytic Hierarchy Process and Linear Programming. International Journal of Production Economics. 

1998; 56-57: 199 - 212. 

[7]  Benyoucef L, Ding H, Xie X. Supplier Selection Problem: Selection Criteria and Methods. 2013. 

Research Report. 

[8]  Ho W, Bennett D, Mak KL, Chuah KB, Lee CKM, Hall M J. Strategic Logistics Outsourcing: An 

Integrated QFD and AHP Approach. Proceedings of the 2009 IEEE International Conference on 

Industrial Engineering Management. 2009; 1434 – 1438 p. 

[9]  Ilhan Z, Tatlıdil H. Multiple criteria decision analysis methodologies and an application to the Istanbul 

Stock Exchange. International Journal of Operational Research. 2016; 26(2): 180-195. 

[10] Madi EN., Tap AO Md. Fuzzy TOPSIS method in the selection of investment boards by incorporating 

operational risks. Proceedings of the World Congress on Engineering; 2011, July 6 – 8; London, U.K. 

[11] Raei R, Jahromi MB. Portfolio optimization using a hybrid of fuzzy ANP, VIKOR and TOPSIS.  

Management Science Letters. 2012; 2(7): 2473-2484. 

[12] Ece O, Uludag A. Applicability of Fuzzy TOPSIS Method in Optimal Portfolio Selection and an 

Application in BIST. International journal of economics and finance. 2017; 9: 107-127. 

[13] Saleh ES, Kimiagari AM. Ranking Tehran’s Stock Exchange Top Fifty Stocks Using Fundamental 

Indexes and Fuzzy TOPSIS. Engineering. Technology & Applied Science Research. 2017; 7: 1863-1869. 

[14] Pumalee P, Teeravaraprug J. The Use of Analytic Network Process to Analyze Significant Factors of 

Short-Term Investment of Retail Investors in Stock Exchange of Thailand. MUT Journal of Business 

Administration. 2013; 1(10): 80 – 91. 

[15] Abbassi M, Ashrafi M, Tashnizi ES. Selecting balanced portfolios of R&D projects with 

interdependencies: A cross-entropy based methodology. Technovation. 2014; 34(1): 54 – 63. 

[16] Janani MH, Ehsanifar M, Bakhtiarnezhad S. Selection of Portfolio by using Multi Attributed Decision 

Making (Tehran Stock Exchange). American Journal of Scientific Research. 2012; 44(2): 15 – 29. 

[17] Krishna CS, Niyas K, Kumar PAR. Model for Choosing Best Stock among A Set of Stock in Stock 

Market. International Journal of Advances in Science Engineering and Technology. 2018; 6(1): 39 – 47. 

P. Chaiwuttisak / Multi-Criteria Decision-Making for Investment Portfolio Selection196



 

An Empirical Study on the Development 

Routes of Library Under the Cultural 

Digitization Strategy 

Yan Changmaoa, Rong Pengb1 
aXiangnan University Library, Chenzhou-423000,China 

bBocai Experimental Middle School Attached to Hunan Normal University, China 

Abstract. With the rapid development of information technology, there is an 
emergence of the advancement in cultural digitalization and digital 
industrialization. By analyzing the implications of the value and technical routes of 
a cultural digitization strategy, the present study proposed a cultural digitization 
strategy that transforms the related works, knowledge and wisdom of cultural 
producers into quantifiable, traceable and tradable digital assets. Additionally, it 
promotes a more profound level of processing, including the processing and 
service of cultural resources, which further extends the supply chain of cultural 
digital resources, while promoting the integration and development within 
business sectors. This can assist the upgradation and transformation of the cultural 
resources to ensure an improvement of the digital service levels of cultural 
resources, along with stimulating new vitality norms of the cultural resources. 
Further, it can be a motivation factor to promote the creative development of a 
national culture. Libraries are cultural hub enriched with literature within diverse 
audience to drive the information circulation. The implementation of a cultural 
digitization strategy can effectively promote the transformation and upgradation of 
the library elements by providing a solid channel to focus on libraries as an 
institution resulting in strategic positions of cultural power in a changing global 
environment. By focusing on the key tasks and long term goals of cultural 
digitization, the active adoption and implementation of “enabling digital 
technology applications by integration and innovation” can be achieved. 

Keywords. Cultural digitization; Library; Implementation lines; Development 
routes 

1. Introduction 

Over the last 5 years, with a rapid development of 5G/6G, artificial intelligence, 

AR/VA/MR, block-chain and other information technologies,  and the integrated 

development of science and culture, there is a gradual emergence of cultural 
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digitalization and digital industrialization. With the constant unlocking of the 

integration of cultural resources, there is a constant evolution of new forms of cultural 

industry and new scenes of cultural consumption. With an acceleration of the 

developments in the Chinese digital culture industry, cultural digitization has become a 

national strategy [1]. The digitization of culture is an important means for the “creative 

transformation and innovative development” of culture, and it is considered an 

appropriate route to build a strong socialist culture. Additionally, it enables the support 

in the development of a digital economy, thereby building a cultural power and 

supporting the rejuvenation of China as a nation. As a cultural place for the public to 

consult literature and obtain information and spread knowledge, there is a need to 

develop high-quality libraries that can adapt to the general trend of cultural digital 

development, and strengthen the development of new cultural formats. Currently, there 

is a need to transform and improve the traditional cultural formats, enhance the supply 

of high-quality digital cultural products, and create sustainable digital cultural samples 

by the libraries. These issues are some of the practical subjects that need to be 

contemplated by the librarians. 

2. Connotation, value and technological route of cultural digitization strategy 

2.1 Evolution process of a national strategy ascending with cultural digitization 

Tracing its origin, China’s cultural digitization construction work started since past ten 

years. In 2012, the Outline of Cultural Reform and Development Plan during the 12th 

Five-Year plan proposed the implementation of the construction project of “cultural 

digitization”[2], pointing out that the comprehensive digitization of cultural resources, 

cultural production and cultural communication should be promoted to boost the 

integration of culture and technology. The need to promote the digitization of cultural 

resources has also been drafted into the report of the 18th National Congress of the CPC 

[3] in the same year. Since then, it has opened a new stage, wherein the culture and 

technology continue to accelerate the integration and development process. In 2019, the 

Chinese Ministry of Science and Technology and other six departments jointly issued 

the “Guiding Opinions on Promoting the Deep Integration of Culture and Technology”, 

that presented clear guiding opinions on the deep integration of culture and science and 

technology in key fields such as industrialization, innovation system construction, 

technology research and development, big data construction, etc.[4]. In 2022, the 

“Opinions on Promoting the Implementation of National Culture Digitization Strategy” 

was officially issued by the two State Offices [5]. A chapter on “Culture” was deployed 

in the Report of the Party’s 20th National Congress that clearly proposed the 

implementation of “National Culture Digitization” strategy and strategy driven by 

major projects in the cultural industry. Since then, China has ushered a new track for 

the development in cultural digitalization. The 14th Five-Year Plan for National 

Economic and Social Development and the Outline of 2035 vision goals clearly put 

forward that by the end of the 14th Five-Year Plan period, China will build a 

multidimensional cultural service system featuring a complete network infrastructure, 

integration of online and offline services, and full coverage of cultural services [6]. It 

further encompasses the acceleration of the development of new cultural enterprises, 

innovation of cultural business forms and updating the cultural consumption patterns 

[7]. Also, it focused the development and strengthening of the online audio-visual 
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platform, digital publishing, creativity and entertainment, and online performance. This 

initiative can improve the level of public culture digitization, accelerate the digital 

layout of the cultural industry and promote science and technology to empower the 

cultural industry, in order to ensure a cultural big data system of quick link, key 

integration and comprehensive sharing by 2035 [8]. 

In the last decade, the Chinese culture digitalization has comprehensively evolved 

and developed, and new formats, new scenes, new ideas and new models based on the 

innovations in digital technology have been continuously integrated into cultural life, 

cultural production and cultural ecology with fruitful development [9]. “Implementing 

National Culture Digitization Strategy” was a prodigious decision concerning the 

strategic arrangement made by the Party Central Committee to grasp the direction of 

digitization, intellectualization and network development. It also enabled an effective 

approach to promote the mutual interaction, mutual promotion and coordinated 

development of cultural industries, cultural undertakings and cultural forms of business 

[10]. The ‘data’ is an important factor in the production and development infrastructure, 

which has become an important focus of the Chinese national policies. With the 

evolution of the unstoppable and irreversible “digital age”, the “digital survival” is 

considered to be an important reality faced by the human race [11]. There is a need for 

increasing the participation and contribution of the digitization of culture. The 

“Implementing the Strategy of Digitization of Cultural Industry” is a strategic plan 

made by Communist Party of China based on the reality that the digital information 

industry can promote the rapid development of the society and economy. It is also a 

strategic choice to realize the 2035 vision target plan and the great rejuvenation of the 

Chinese nation. 

2.2 Connotation of the cultural digitization 

2.2.1 Connotation of digitalization 

With the development of the Internet, digitization and informationization go hand in 

hand. The essence of the digitization process is the process of converting real things 

from digital equipment to analog signals for processing, storage, transmission or 

processing of binary code; introducing the computer to uniformly process into numbers 

or data through model converter; and then re-constructing these numbers or data into 

appropriate digital models. Digitization emphasizes the refinement and accuracy, truth 

and science, norms and standards, efficiency and benefits, and global and systematic 

norms. Digitization also greatly improves the product quality, shares information 

resources, and stimulates people’s pursuit of excellence in response to the product 

efficiency. Application of the digitization methods promote the advancement of science 

and technology and foster an improvement in the management level of all social strata. 

In the information age, the digitization of information is increasingly valued by 

researchers. All aspects of the people's daily life can be integrated using digital 

technology and can be “digitized”. As a result, the concepts of “digital economy”, 

“digital humanity” and “digital survival” continue to prevail. The application of digital 

technology has incubated a large number of new industrial forms, and the creation of 

new value by digital technology has promoted the emergence of new industrial models. 

Enterprises with new models recognized by the market have rapidly gathered into new 

social industries. “New business forms - new models - new industries” is the basic 

logical path for the cultural digitalization to promote the industrial development [12]. 
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2.2.2 Connotation of cultural digitization 

Industry + Digitalization present the implication of digitalization in the four links of the 

economic society, viz., production, distribution, exchange and consumption. 

Digitalization profoundly affects the different forms of the industrial organization, 

efficiency of the industrial output, and structure of the human society and economy. It 

has huge subversive innovation ability for traditional industries and creates a grand 

economic size. “Cultural digitization” is a vivid practice of “digitalization” in the 

cultural industry. It refers to the use of modern video and audio coding, intelligent 

algorithm, digital copyright, network communication and other information digital 

technologies to store, create, transform, spread, consume and trade the existing various 

“non-digitalized” cultural resources to form a new “digital” culture. It can realize the 

upgradation of the cultural content, cultural transmission and cultural consumption 

mode, and assists the innovation of the existing cultural ecological system for the social 

and economic benefits. Apart from enhancing the process of cultural digital application 

in the process of digital display and integration of cultural resources, it also the process 

of amalgamation of national cultural big data system by using digital technology to 

serve the national cultural production, consumption and transmission channels [13]. 

Cultural digitization is a kind of sharing and service mode with interactivity, experience 

and innovation. Therefore, cultural digitization is not a single technical transformation 

of “using numbers to give wisdom”, but is an iteration and innovation of the integrated 

digital cultural system. 

The development of the digitization of Chinese culture has three stages, viz., the 

stage of production and consumption of cultural content in the pure Internet mode; the 

two-way integration of traditional culture and the Internet; and the offline and online 

integration and application of highly developed digital technology. Currently, people 

look forward for the digitalization of the whole process of cultural “creation, 

production, marketing, management and service”, so as to enjoy the cultural feast of 

excellence and get the ultimate spiritual pleasure. Cultural digitization is a stage and 

process of development in which technology, culture, humanities and economy 

constantly integrate, evolve and develop. From the technical aspect, cultural 

digitization should include the following contents: technology platform of hardware 

facilities (VR/AR, AI, spatial holographic projection, film and television digital 

shooting, cloud service platform for data processing, etc.), software facilities of file 

content creation and information processing (AI audio and video production software, 

3D special effects production software, intelligent graphics generation software 

facilities, etc.), information flow and generated content of cultural digitalization, and 

human digital culture consumption pattern. With the development of cultural 

digitalization, it is moving forward to the digital and intellectual stage of culture, and 

the stage of cultural content digitalization is moving forward to the stage of cultural 

industry digitalization [14]. The hyper-realistic function of digital culture has given rise 

to a digital cultural virtual person and immersive virtual environment. Cultural 

digitization has fostered the cross-border integration of cultural travel and literature, 

and enabled them to be used in the related industries of society and economy, thereby 

increasingly forming a national cultural big data system with three-dimensional 

coverage, logical correlation, key integration and comprehensive sharing. 
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2.3 Value function of cultural digitization 

The world is vibrant because of its interconnection, and the value of data is available 

and deployed around the corner and around the globe. Data factors provide an 

important multiplier effect on the capital, labor, technology, land and other production 

factors. In the digital information age, big data has become a new driving force for 

high-quality social leapfrog development. In the era of digital economy, data is an 

important factor of production, as well as, a basic strategic resource of the country [15]. 

The essence of cultural digitization is to correlate the data in the cultural field and 

continuously transform the related data containing the knowledge and wisdom of artists 

into tradable, traceable and quantifiable cultural assets. The core driving force of 

cultural digitalization is to promote the effective transformation and continuous 

development of the value of cultural assets and constantly activate the consumption 

power and source vitality of the cultural resources. The emergence of digital culture has 

rapidly changed the commercial space of retail, tourist attractions, mass consumer 

goods and other industries, and prompted significant changes in the service, marketing 

and production mode of many industries. Presently, life scenes such as e-commerce, 

live streaming, virtual human shopping guide, virtual human hosting and immersive 

visiting experience have become very common. The deep integration of digital culture 

and many industries continues to deepen and promote the iterative upgradation of many 

industries. Currently, the people’s demand for digital culture shows a “blowout” trend. 

Furthermore, digital culture has become an effective way to meet people’s high-quality 

spiritual and cultural needs. Cultural digitization enables the real economy and has 

become an important engine to promote the optimization and upgradation of the social 

and economic industrial structure. Cultural digitization is an internal requirement in 

promoting the high-quality development of the cultural industry. The national strategy 

of cultural digitization profoundly changes the overall structure, output value and 

industrial form of cultural industry. In addition, it influences and promotes the 

development of the cultural industry and social related industries. Thus, cultural 

digitization is an important starting point for China to achieve the goal of building a 

strong culture in 2035, and it is also a systematic project to achieve digital cultural 

governance under the leadership of the CPC [16]. 

2.4 Implementation routes of cultural digitization 

The practice of cultural digital production, consumption and communication has been 

carried out in China for more than decades. In the digital strategy of China’s cultural 

industry, it has been clearly proposed to build a “cultural big data service system”. In 

this system, it is necessary to build a “national cultural private network” relying on 

China’s radio and television network, and strengthen the construction of “national 

cultural big data cloud platform” relying on the national radio and television network. 

Furthermore, it also strengthens the construction of China’s “digital cultural production 

line”, promotes the integration of information technology and cultural elements, 

effectively integrates cultural industries and cultural undertakings, and fosters a series 

of new social and cultural business forms in China. The overall structure of the national 

cultural “big data system” can be summarized as two sides of supply and demand + 

four terminals [2], where the two sides of supply and demand refers to the demand and 

supply side of cultural digitalization, and the data generated in the consumption link of 

the digital culture field is called the demand side of digital culture. The data sources 
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that people randomly pick from the national cultural big data system database is called 

the Supply side. The ‘four terminals’ include the resource terminal, production terminal, 

consumption terminal and cloud terminal of cultural digitalization. Libraries, museums, 

newspapers and other sections and units that keep or collect cultural resources form the 

“resource terminal” of cultural digitization. All the institutions that collect process and 

produce data for cultural resources make the “production terminal”. The institutions or 

places of digital culture consumption form the “consumption terminal”. Finally, the 

cultural data service platform or service center that serves the release, transmission, 

storage and transaction of cultural digitalization is called the “cloud terminal”. For 

example, cloud service platform and national cultural private network are both 

available via the “cloud”. In fact, institutions as public cultural resources can 

sometimes be regarded as both the “resource terminal” and the “production end” of 

cultural digitalization. “Cloud” is the link connecting the other “three terminals”. 

“Cloud” can realize the “interconnection” of data in various industries and fields and 

gathers rich and massive big data resources, which is the key for the big data to play 

the “magic” role. 

 

 
Figure 1. National cultural digitization framework system 

 

 Interconnection is the key for the successful implementation of the national 

cultural digitization strategy [17]. Chinese culture has a long history of more than 5,000 

years. The cultural attributes and the elements of each unit, department or platform are 

the “gold hills”, but they still remain as the isolated islands of information. The major 

hurdle is faced in the extraction of cultural symbols and elements with inheritance 

value and to make overall use of the existing or under construction cultural 

achievements to create data with unified standards, scientific classification and labeling 

standards. Subsequently, under the support of “computing power” and “algorithm” can 

be correlated to the large database of Chinese culture and transformed into cultural 

production factors. This is the goal of implementing the national cultural digitization 

strategy. 

3 Relationship between cultural digitization and library development 

Digital cultural resources have become an extremely important factor of production 

under the condition of digital information. Cultural digitalization is a great historical 

Digital culture supply side 

Resource end (digital cultural resource provider, collection unit) 

(Cultural data service platform) Cloud (cultural data service center) 

Production end (digital culture collection and processing institutions) 

(Cultural data service platform) Cloud (cultural data service center) 

Consumption end (digital cultural consumption institutions or places) 

Digital culture demand side 
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process of the development of today’s society. Cultural digitization converts the related 

works, knowledge and wisdom of cultural producers into quantifiable, traceable and 

tradable digital assets. It promotes the deep-level processing and service of cultural 

resources, extends the supply chain of cultural digital resources, and promotes the 

integration and development of different sectors. Cultural digitization strategy 

penetrates the whole process of cultural construction by promoting the upgradation and 

transformation of cultural resources, improving the digital service level of cultural 

resources, and stimulating the new vitality of cultural resources. Thus, it is an 

inspiration to promote the creative development of the national culture. Cultural 

digitization strategy is a great opportunity to realize the great rejuvenation of the 

Chinese nation. China has experienced the development process of “digitalization of 

cultural resources - digital application of cultural industry - operation of national 

cultural data system”, and will soon adopt the new business model of integrated 

development of information technology and culture in a compound three-dimensional 

way. The “meta-universe” full intelligent life style of symbiosis of the virtual and real 

will be soon witnessed. Development of cultural digitization also truly presents the 

development of the new ‘digital economy’ from scratch. It is an inevitable result of 

modern information technology to promote the development of productive forces, and 

the inevitable result of cultural digital technology to promote the integration and 

development of other industries. In today’s information age, mankind has gradually 

entered the era of “digitalism” or “intellectualism”. The main contradiction of society is 

the “digital divide” between the demand for information and cultural digital resources 

and the lack of data in the process of social material production. The process of cultural 

digitization is a process in which human beings form a systematic and efficient cultural 

digitization system in the production, consumption and dissemination of cultural 

resources. It is a process in which human beings actively consider shortening the 

cultural digital gap. In order to stand at the forefront of the global information 

development, relevant cultural industries must fully adopt the existing facilities and 

networks, actively utilize the most advanced digital technology for resource integration, 

and promote cultural creative transformation and innovative development. This is not 

only a new growth point of the Chinese economy, but also a new level of the 

development of human culture. 

Library is a cultural building with rich documents, a cultural market with rapid 

information circulation, and a cultural island with flexible spatial functions. The library 

itself is a culture with profound connotation, which is developed by the progressive 

inheritance of the past, the present and the future. It stands by the fusion and reflection 

of things (the library), people (readers and librarians) and gods (the wisdom and spirit 

carried by the collection of documents). With a development of the society, there is an 

ever-increasing importance of the library in the people’s mind. There are several 

proverbs in this regard, including “Library is the door to knowledge”, “library is a 

university without walls”, “library is not only the organ of cultural crystallization, but 

also the organ of cultural propaganda”, “one more library, one less prison”. As a social 

and cultural institution that collects, keeps and arranges books, the library's mission is 

to provide the people with all kinds of published text, images and audio information 

freely and without reservation. This helps to create a good environment for the people 

to enjoy reading, improve their study and conduct scientific research. The library 

naturally bears the sacred mission of providing basic conditions for scientific research, 

independent decision-making, lifelong learning and cultural development of individuals 

or social groups, and naturally becomes a “growing organism”. From ancient library to 
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modern library, from modern paper library to modern digital library, the emergence of 

modern electronic library and network digital library is closely related to computer 

network technology, communication technology, and science and information 

technology. In the age of information data, people have higher requirements of reading 

in the library for “open environment, convenient service and efficient resource sharing”. 

For decades, libraries have adhered to the service concept of specialization, 

individuation and digitalization by continuously building multifunctional electronic 

reading room, carrying out online exhibition activities, storing a large number of 

documents and video materials, and constantly strengthening the construction of 

information resources. In the digital age, cultural space will enter the new mode of 

“third space” from the compound platform, and “virtual space” will become the “door” 

through the real physical world. Reading is no longer a process of limited knowledge 

acquisition, but a process of “tasting culture, edifying sentiment and enlightening 

mind”. People are increasingly demanding the immersive intelligent cultural space of 

the “condensed visual elements integrated with scientific and technological features, 

complex and multiple functions, and conveyed humanistic atmosphere” in libraries. At 

present, the construction of Shanghai Lingang Digital Science and Technology Library 

with digital immersion experience as the core is under way. By then, the library will 

provide readers with complete scientific and technological information and full sensory 

interactive reading experience with smooth international cooperation, which will be a 

model and benchmark for the construction of new digital libraries. 

In the age of digital revolution, all cultural industries are facing great survival 

challenges and great new opportunities for development. In the new era, in order to 

fulfill the sacred mission of leading and promoting the reading of the whole people, 

there is a need to adapt to the new development and changes, open a new situation in 

the changing situation, and nurture new opportunities in the crisis. Libraries should 

deepen their understanding of the cultural digitalization strategy, and firmly grasp the 

historical opportunity of the new round of information revolution and industrial 

transformation. Further, they should strengthen the digital construction, actively expand 

the “Internet plus” and “smart plus”, apply mobile Internet, big data, Internet of Things, 

block-chain and other technologies, and empower the library supply chain. Enhancing 

the library’s response, perception, connection and operation capabilities in the 

construction of “national cultural big data service system” can provide a more and 

better efficient resource allocation. The implementation of cultural digitization strategy 

can effectively assist in the promotion of the transformation and upgrading 

development of libraries. Additionally, it provides a solid channel and assurance for the 

high-quality development of libraries, and paves a path and space for the development 

of libraries. The implementation of the national cultural digitization strategy can greatly 

promote the digital transformation and service innovation of libraries [18]. In view of 

the implementation plan, specific tasks and strategic objectives of “culture digitization”, 

the library has ushered in an unprecedented significant development opportunity. The 

library must keep up with the present issues, uphold the innovative mentality, and 

maintain the forging attitude. In addition, libraries should constantly strengthen the 

digital construction by using advanced digital technology, and accumulate and transfer 

the useful and novel information resources. Thus it should “run fast with big steps 

when it is certain and practice with small steps when it is uncertain”. There is a need to 

find a way to transform and develop this cultural digitization strategic projects that 

contain an infinite wealth and development space. 
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4 Development path of library under the background of cultural digitization 

strategy 

4.1 Enabling technology and Upgrading the digital library technology application 

With the rapid development in the network, communication and computer technology, 

“digital library” - a member of the digital family is known as one of the main 

information industries in the 21st century. The library integrates different digital 

technologies like information compression, optical character recognition and digital 

scanning to establish a distributed network resource database structure model. In the 

construction of cultural digitization, the basic requirement is to digitize all the existing 

paper documents and convert such documentation into electronic documents which is 

recognizable, retrievable, understandable and queried by computers. Subsequently, it 

can be applied to library database collection, storage and processing. Most libraries 

have employed advanced digital management system in the past, and purchased 

professional digital reading terminal equipment, including electronic book borrowing 

machine, self-service book borrowing and returning equipment, and digital resource 

collection equipment. However, these expensive digital management systems have not 

been effectively used due to the lack of visualization system, complete information 

digitization supporting equipment and related skilled information technology. This 

seriously hinders the depth and development of library digital construction. No matter 

how strong the construction of library information digitization resources or the 

construction of library think tank resources are to realize digitized, humanized and 

intelligent literature retrieval service, it is necessary to rely on advanced hardware 

equipment to upgrade a library’s digital technology application system. This includes 

display screen, switch, network adapter, database management software, general or 

special application software and other software facilities. The library should develop 

and establish a corresponding digital application, management and service platform 

according to its own library management. Libraries should vigorously introduce system 

software, build a service platform by using data analysis system and visualization 

system, use AI, big data, cloud computing and artificial intelligence to build a library 

system management. It should be followed with a service system through resource 

sharing, monitoring and intelligent scheduling, and creating a digital library with 

“data-based management”. There is a need to improve the library’s ability of 

information mining, preservation, efficiently transmission and sharing of knowledge. 

This can help to realize the multi-content and high-quality cultural service supply of the 

library and meet people’s spiritual and cultural needs at a higher level. 

Cultural digitization is a powerful means to promote the innovative and integrated 

development of social resources. As the distribution center of information knowledge 

and human civilization, it is necessary to enhance the construction of library 

digitization. According to the requirements of the construction of “National Cultural 

Big Data Service System”, the library should comprehensively sort out all kinds of 

information resources according to the principle of “logical correlation and physical 

distribution”. Subsequently, it should scientifically classify them according to the 

standard marks of national cultural resources, and complete the collection, storage, 

distribution, transmission and processing of all library materials and data in the large 

system of national cultural private network. The establishment of library database in 

accordance with ISLI (International Standard Association Identifier for Information and 

Literature), initiated by China, facilitates the formation of Chinese cultural resources 
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database. Based on the innovative and iterative development of digital technology, 

libraries should rely on the national cultural private network, build a data service 

platform, provide digital culture search and query, matching transactions, identity 

analysis and other services. This can assist in improving the digital service and creating 

a batch of first-class digital literature resources and culture, thereby realizing the 

continuous appreciation of the collection resources. As a cultural highland, libraries 

should strengthen the comprehensive and collaborative application of information 

technology, such as mobile Internet and communication technology. They should strive 

to use new information technologies such as artificial intelligence technology to find a 

wide and deep space for multi-type and multi-level digital application, and form a 

mechanism for digital innovation technology to augment the cultural integration and 

development. Also, they should form a driving force for the digital culture production, 

consumption, and sustainable innovation and development. To upgrade the application 

of digital technology in libraries, there is a need to strengthen the integrated application 

of 3D engine, virtual reality engine, digital human engine and other technologies. 

These can strengthen the integration of library information resources, improve the 

function of guidance, access and service of libraries, and give full play to the resource 

advantages of libraries in the ecological chain of “cultural communication”. 

4.2 Integration and innovation to consolidate the new library digital infrastructure 

In recent years, new forms of digital culture such as webcast, short video and virtual 

environment have increasingly become people’s way of life. Under the pressure of 

innovative information integration technologies such as AI, AR/VR/MR and FNT, 

information digitization has profoundly affected the whole process of human life in 

multiple fields. Digital empowerment of cultural heritage has led to a 

multi-dimensional immersive continuous experience [19], and the deep integration of 

information digital technology and culture will reshape the new form of social 

development. Science and technology are the primary productive forces, while network 

information technology is the key means of the digital construction of a library. 

Libraries must conform to the developing trend of the digital age, and thus develop new 

level of digital infrastructure on the premise of ensuring continued stability, scalability 

and compatibility of various library digital platforms. China’s new digital infrastructure 

includes VR, AR, MR, virtual reality technology, Internet of Things, industrial Internet, 

artificial intelligence, integrated computing and other infrastructure [20], which is an 

important basis for the national digital construction. AR/VR/MR fosters immersive 

cultural experience, while the Internet of Things technology realizes the real-time 

simulation experience of cultural environment. The upgrade of artificial intelligence 

realizes the intelligent cultural experience. The application of digital technology 

reconstructs the relationship between “people, things and fields”, and promotes the 

iterative upgrade of cultural consumption. Integrated information technology provides 

feasible strategies for the utilization, dissemination and protection of library collection 

cultural knowledge. 

The new digital infrastructure can create tactile, rendering and immersive cultural 

products that can easily convert the complex data back and forth to realize the 

integration of digital resources. It can enable in-depth and high-quality development of 

cultural products to create a new environment for data circulation, and build a cultural 

lending system with supply and demand matching and efficient circulation. At present, 

audio-visual resources such as video and audio in a library only provides a 
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two-dimensional display mode. If three-dimensional virtual reality literature can be 

generated with the help of virtual reality technology to make these precious literature 

resources “alive”, the preservation and utilization of resources can be better realized. 

The library should adapt to the development trend of digital technology, actively use 

3D digital, VR, AR and MR to accurately locate the location of books. Use of artificial 

intelligence and cloud computing should be enhanced to strengthen the underlying 

algorithm of the library. The block-chain, artificial intelligence, digital twin and other 

technologies can be employed to enable the contents, images and relics of library books 

to be presented in a multi-dimensional and three-dimensional way with realistic 

pictures. Finally, a “meta-universe” library can be created that integrates the virtuality 

and reality. There is a need to employ new virtual digital infrastructure to strengthen 

the collation, organization and indexing of library information, build an orderly and 

standardized digital information base, convert electronic books, image materials and 

information materials into 3D format, build a three-dimensional data information 

management system, and complete the basic work of digitized and digitized library 

literature information. In addition, it can realize the digital text description of library 

literature information, realize the upgrade and transformation of traditional library 

resource information and form a new information library. Alternatively, the 

“human-computer interaction” information technology can be used to extract the 

information from cataloging, circulation, classification, and collection, and digital 

processing can be enhanced by three-dimensional reconstruction, digital twinning, 

Internet of Things and other technologies. Readers can move into or join the virtual 

space with virtual identities, thereby realizing the dialogue scenes between readers and 

characters in the book across time and space, and allowing readers to “personally visit” 

the world in the book. Meeting the “He, she, it” in the book forms a vivid and flexible 

intelligent interactive interface for the reader. It realizes the readers’ intelligent 

operation and three-dimensional visual desire in the link of literature retrieval and 

information browsing. Moreover, it realizes the readers’ dream of convenient operation 

of the super-space-time simulation scene, so that the reader enjoys multi-dimensional 

dynamic and materialized reading and greatly reduces the distance of readers reaching 

“knowledge”. Furthermore, it enhances the appeal, attraction and communication 

power of library collection resources, for the protection of Chinese culture, cultural 

inheritance, cultural transmission to fly high with wings. 

4.3 Expand applications and improve library digital services 

At present, the new forms of digital culture consumption show the characteristics and 

trends of “enhancing the senses, emergence of new consumer products, and creating 

chained wealth”, and new service industries such as “related intellectual innovation” 

keep emerging. Libraries should actively link the scattered resources of different 

departments to connect the databases in different fields, and combine audio, pictures, 

text and other data in different forms. They should vigorously promote the timely use 

of library related resources on the cloud, and promote the deep mining and wide 

dissemination of collection resources. To make full use of digital resources and 

establish green ecology of digital resources, libraries should try their best to use digital 

technology to strengthen digital communication of all paper resources in their 

collections through text exhibition, picture display, audio and video playback. This can 

help to realize permanent communication and preservation of library digital resources 

that are simultaneously displayed offline and online. By combining online games, 
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online animation and webcasting with the creation of new library digital industries, the 

library digital resources can be widely disseminated through terminals, so that people 

can conveniently enjoy the excellent cultural achievements of the collection without 

time and space restrictions. This leads to an improvement in the level of library digital 

reading and communication, and promotes the structural reform of library digital 

supply side. There is a need to promote the digital integration of library collection 

resources in all forms, processes and domains. This can be achieved by building the 

library digital resource database and building immersive new scene of library cultural 

experience. Improving the library computing service system and enhancing the supply 

capacity of library digital culture can lead to development of the universality and 

coverage of library digital services. Also there is a need to improve the digital service 

level of library resources, and realize people's desire for the digital culture of fast 

sharing and rendered experiences in the library. 

Integrated technology can be adopted to build a library “cloud” resource data 

system, which can enrich the means of protecting library collection resources, actively 

link or associate with other data sources or cultural industry entities, and lay a solid 

foundation for further mining the value of library data resources. At present, many 

libraries are embarking on the “digitalization” project, but their digital development is 

only reflected in the network communication and sharing of the collection materials 

such as video and text, rather than “transferring the traditional content production and 

business development positions to the digital platform to activate the digital momentum 

of the library” [21]. In the process of digital construction, the library can actively 

recombine, deconstruct and create new 3D/4D works that are “constantly surprised and 

never get used to” by reorganizing, deconstructing and creating the document resource 

elements scattered around the corners of the library. This includes the text data and the 

image data, historical biography, text interpretation and graphic design of a certain 

theme (such as - A Dream of Red Mansions). Subsequently, it can cooperate with 

related cultural enterprises to create a new cultural consumption industry with wealth 

index. The library should take “serving cultural communication” as its core value and 

promote the development of new forms of business such as “immersive reading, 

intelligent library and meta-cosmic library” with its own cultural elements and digital 

elements of information. Also, it should promote the internal and external interaction 

and transformation of collection resources, strengthen the cooperation with cultural 

enterprises, and expand new scenes of consumption of digital cultural exhibitions with 

different themes. To create a batch of first-class digital culture consumption service 

products, the library should truly build into a “regional network center, nationwide 

reading education center, information and a literature resource service center”. These 

steps can solely promote the library’s excellent digital culture to the world in a deeper, 

more extensive and wider scope, and illuminate the development road of Chinese 

culture digitalization. 

5 Conclusion 

With the rapid development and strong drive of digital technology, the digital 

development road of Chinese culture is moving towards an important, efficient and 

intelligent direction. As one of the strategic positions of cultural power, the library 

should keep pace with the changing times, and focus on the key tasks and long-term 
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goals of cultural digitalization strategy. There is a need to increase the digitization 

process of collection resources, increase the formation of library digitalization 

information flow, content flow and service flow. This will assist in highlighting the 

unique resource advantages and professional contributions of library in the construction 

of system of national cultural big data. The library should actively face up to the new 

situations, new technology and new problems in the process of digital development. It 

should strive to imbibe the technology empowerment, integration and innovation 

ability and application ability of the library’s digital construction. This can provide 

more practical reference value for the digital development of Chinese culture, which is 

a vital expectation and requirement of the national cultural digitalization strategy. 
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Does the Development of the Digital 

Economy Benefit Urban Carbon 

Reduction? Evidence from the Yangtze 

River Delta Region 
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Abstract. The Yangtze River Delta (YRD) is an experimental location of high-

quality holistic growth in China and an important area for realizing the "dual carbon" 

goal. Utilizing panel data from 27 important municipalities in the YRD urban 

agglomeration from 2010 to 2020, the fixed-effect model is used to evaluate the 

stage of advancement in the digital economy on urban emission levels. As an 

intermediary variable, industrial structure modification was tested to see how the 

digital economy affected local dioxide emissions. The results show that: (1) After 

an array of robustness tests, the overall impact on both core variables is inverted U-

shaped, facilitating and then constraining emissions; (2) As part of its function in 

cutting emissions, the digital economy also impacts the industrial framework, which 

has an indirect, nonlinear, U-shaped effect on the intensity of regional dioxide 

emissions; (3) Looking further, regions with high levels of government spending 

and investment in innovation are those where carbon emissions are most clearly 

affected by digitalization. There is still opportunity for evolution and optimization 

of the YRD region's energy consumption process. The study's findings expand our 

comprehension of the factors that influence high-quality community growth as well 

as how the digital economy works to support it. 

Keywords. Digital economy; carbon emissions; Yangtze River Delta (YRD); 

industrial structure 

1. Introduction 

Carbon emissions and numerous connected environmental issues have received global 

attention. The YRD region stands out as a hub of intense economic development, high 

levels of openness, and strong innovation capacities in China. The concept of digital 

economy states that the full evaluation index of the sector is built from the two 

dimensions of “digital industrialization” and “industrial digitization” by CAICT (2019). 
Most studies about digitalization are focused at the scale of the province, and a few are 

measured at prefecture-level cities and below in a comprehensive index evaluation 

method [1]. The digitalization can be measured from several levels, for example, digital 

innovation capability, digital business emergence, digital infrastructure, and digital trade 
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level [2]. Meanwhile, the methods used to calculate dioxide emissions mainly include 

IPCC method, life cycle method, mass balance method and actual measurement method. 

Digital economy has a multi-path and multi-dimensional comprehensive impact on 

carbon emissions. Also, it can change urban environments in three areas: production, life, 

and ecological space and examined the effect of digitalization on the transition to a 

greener urban environment [3]. From a different perspective, digitalization has greatly 

decreased the sum of emissions and has a nonlinear relationship with intensity of 

emissions, which shows as a U-shaped curve [4,5]. Furthermore, comparing with the 

labor efficiency improvement effect, reducing energy intensity can further promote 

reducing the emissions [1].   

However, the possible margin of contribution of this research in comparison to the 

existing literature includes: First, most of the current academic study in this field is 

provincial or national, and relatively few studies are based on urban agglomerations, our 

study enriches relevant research experience. Second, to better understand how industrial 

structure may play a part in the nonlinear link of the benchmark result, this research also 

adds industrial structure as an intermediate variable. Third, we conduct heterogeneity 

analysis for investigating the variations in how the digitalization affects dioxide 

emissions under various policy contexts. 

In summary, employing the data of 27 YRD’s cities from 2010 to 2020, we attempt 

to construct a development of digitalization index system from the definition of 

digitalization, and use the fixed effect model to empirically analyses the effect 

mechanism, as well as the intermediary effect of industrial structure. 

2. Research hypothesis 

The following three factors may show how digitalization may affect carbon emissions: 

Digitalization has significantly boosted the prosperity of e-commerce market, given 

consumers access to a wider range of goods and services, greatly boosted demand, and 

allowed businesses to scale up production, which has increased usage of resources and 

carbon emissions [6]. Contrarily, it may also lead to the phenomenon of “Jevons Paradox” 

[7], that is, the efficiency of energy production will greatly improve the energy supply 

capacity, and in turn, the market competition of energy companies will intensify, leading 

to a decline in energy prices, promoting energy consumption. 

According to the preceding analysis assumptions: 

H1: The development of digitalization first increases and then reduces dioxide 

emissions, forming an inverted U-shaped curve. 

Two factors may reflect how digitalization is affecting the manufacturing 

framework: (1) The digital economy can restructure the traditional energy sectors which 

makes it necessary to update or rebuild a cleaner and more complete manufacturing 

industry at the early stage of the development cycle. (2) The improvement of 

digitalization can hasten the transfer of information and production components between 

geographical areas, truly raising the bar for intelligent production while fostering the 

production of labor, land, technology, capital, etc. which can raise the proportion of the 

tertiary sector with relatively low emissions of carbon. 

According to the preceding analysis assumptions: 

H2: The digital economy indirectly affects regional dioxide emission by affecting 

the industrial structure. 
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3. Research design 

3.1.  Model Design 

In formula (1), the subscripts i and t represent the city and the year respectively, the 

explained variable ��
��

represents the carbon emission intensity of the i-th city in the t-

year, and the explanatory variables ��
��

and ���
��

represent the digital economy 

development comprehensive index of the i -th city in the t-year respectively the first-

order and second-order items of , controls are a series of control variables, which �
�
are 

city fixed effects, �
�
time fixed effects, �

��
and random disturbance items. 
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The intermediate effect test and intermediary effect model are built by referring to 

Wen's (2006) [8] research techniques in order to investigate the potential intermediary 

effect of digitization on the adjustment of industrial structure: 
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In formulas (2) and (3), ��
��

it represents the i-th city’s industrial structure in t-year 

as an intermediary variable. 

3.2. Variable Description 

Carbon emission intensity (CE) as the interpreted variable is measured by common 

fossils, this study employs data on the energy supply that is rather simple to get and is 

based on the methodology of Miao et al. (2022) [9] and uses relatively easily available 

energy supply data to calculate common fossil, which includes crude oil, kerosene, 

natural gas, etc. The following equation is adopted to calculate the intensity in prefecture-

level cities and is based on large part on the carbon emission factor technique described 

in the IPCC Inventory Guidelines: 
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Among them, �
�

�  represents the total amount of carbon emissions; �
��

�  represents 

the j energy consumption of the i region in t-year; ���
��

�  represents the average low 

calorific value of the energy; ��
��

�  represents the carbon content per unit calorific; 

���
��

�  represents the oxidation rate of an energy source; 




��

 represents the ratio of the 

molar mass of carbon dioxide to the molar mass of carbon element. 

Comprehensive index of digital economy development (DE) and DE square (SDE) 

are explanatory variables. Considering the accessibility of data and the scientific nature 

of system design, this paper draws lessons from Xu et al. (2022)[10], Xie (2022) [11], 

Zhao et al. (2020) [12] for the construction of the digital economy index system , 

employing the percentage of urban regions’ Internet-broadband users, the amount of tele-

business conducted per capita, and the number of smartphone users per 100 people, and 

the digital inclusive financial index, the comprehensive index is obtained through the 

entropy weight method. 
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Industrial structure (IS) is the intermediary variable of this article, learning from the 

research of Gan et al. (2011) [13], it selects the ratio that the added value of the tertiary 

industry is divided to the secondary in prefecture-level cities. 

The control variables are set for researching the function of digitalization in urban 

emission reduction more thoroughly, as follows: Government interference (GOV) is 

measured as the ratio that local general budget expenditure divides to regional GDP. 

Energy consumption structure (ECS) is calculated as the ratio of fossil fuel usage to total 

energy usage. Urbanization rate (UR) is the percentage of built-up area to urban area. 

Transportation capacity (ROAD) is the logarithm of actual road space per person. 

Technical level (SCIENCE) is the percentage of local science expenditure to GDP. 

In this study, the data includes 27 prefecture-level cities of YRD are chosen from 

2011 to 2020. The “China City Statistical Yearbook”, “China Energy Statistical 

Yearbook” and other city-specific statistical yearbooks are the origination of data. When 

values are absent, linear interpolation is used to fill them. Table 1 displays the descriptive 

analysis of all variables considered. 

 

Table 1Variable descriptive statistics 

Variables ce de sde is gov ecs ur road science 

N 270 270 270 270 270 270 270 270 270 

Mean 0.01 0.174 0.038 1.011 0.142 0.114 0.123 2.568 0.007 

Std.Dev 0.004 0.089 0.041 0.379 0.049 0.081 0.091 0.365 0.016 

Min 0.004 0.061 0.004 0.269 0.075 0.041 0.015 1.396 0.001 

Max 0.034 0.454 0.206 2.751 0.283 0.476 0.789 3.343 0.163 

4. Empirical analysis 

The F-test and Hausman test are utilized in selecting a suitable model in research. In the 

individual fixed effect model (column 1), The overall digital economy development 

index's regression coefficient is -0.021, which is statistically significant (p<0.01) , but in 

the column 2, after controlling the individual effect and time effect, there is a positive 

correlation among main variables (p<0.05). It is likely that institutional factors will affect 

digitalization and emissions simultaneously, and those factors are affected by time larger, 

making some variables become endogenous variables, so this model considering the 

interaction items of temporal dummy variables can better exclude the influence of such 

unobservable factors. The coefficient of DE is positively associated with independent 

variable, while its quadratic coefficient demonstrates a significant negative relationship. 

This finding supports Hypothesis 1 outlined in this paper. 

The coefficients of energy usage framework and government intervention level are 

significantly positive (p<0.01), demonstrating that as government spending grows, the 

coal’s share of energy use rises. It may lead to the time lag of policy implementation, 

also government fiscal expenditure is not yet fully utilized. The negative coefficients 

obtained from the regression analysis of urbanization rate and transportation level are 

statistically significant (p<0.01), indicating that greater urbanization and easier access to 

roads have a positive effect on lowering emissions. The coefficient of technological 

development level shows that the increase in science expenditure may suppress carbon 

emission, but this effect is not significant in the current model.  
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Table 2. Model regression results 

 (1) (2) (3) (4) (5) 

 ce_gdp ce_gdp ce_gdp is ce_gdp 

de -0.021 *** 0.006 ** 0.022 ** -1.407 * 0.024 *** 

 (0.004) (0.003) (0.009) (0.954) (0.009) 

sde   -0.026 * 4.231 *** -0.032 ** 

   (0.014) (1.497) (0.014) 

is     0.001 ** 

     (0.001) 

ecs 0.024 *** 0.006 *** 0.007 *** 0.256 0.006 *** 

 (0.002) (0.002) (0.002) (0.174) (0.002) 

gov 0.033 *** 0.054 *** 0.056 *** -0.441 0.056 *** 

 (0.009) (0.005) (0.005) (0.572) (0.005) 

ur -0.008 *** -0.004 *** -0.004 *** -0.116 -0.004 *** 

 (0.003) (0.002) (0.002) (0.171) (0.002) 

 road -0.006 *** -0.001 *** -0.002 *** -0.128 ** -0.001 *** 

 (0.001) (0.000) (0.000) (0.050) (0.000) 

science -0.048 *** -0.003 - 0.001 2.773 *** -0.003 

 (0.015) (0.009) (0.009) (0.994) (0.009) 

_cons 0.022 *** 0.010 *** 0.008 *** 1.240 *** 0.006 *** 

 (0.002) (0.001) (0.002) (0.185) (0.002) 

N 270.000 270.000 270.000 270.000 270.000 

r2 0.594 0.881 0.883 0.666 0.885 

r2_a 0.539 0.859 0.861 0.605 0.863 

individual control control control control control 

time not control control control control control 

Standard errors in parentheses * p < 0.1, ** p < 0.05, *** p < 0.01 

 

In this paper, industrial structure is used as an intermediary variable to build models, 

in which column (4) in table 2 represents formula (2), and column (5) represents formula 

(3). Column (4) shows that there is a U-shaped nonlinear link between digitalization and 

manufacturing framework. The digitalization leads to the updating and iterating of 

industrial equipment, which increases the consumption and added value of the secondary 

industry. Industries in the area with high energy usage and pollution have been 

influenced in more recent times by policy implementation and public pressure. The 

results in column (5) make it clear that there is a positive correlation between the first-

order coefficient of DE and the intensity of emissions, while the second-order term shows 

a negative correlation (p<0.05), showing that the nonlinear, U-shape curve between main 

variables, in which the coefficient of IS is 0.001 (p<0.05). After eliminating intermediary 

variables in column (3), the absolute value of item coefficients for first-order and second-

order of DE increased, while significance level also showed an increase when compared 

to its counterpart in column (5). This provides evidence that the digitalization has an 

indirect impact on carbon emissions through the intermediary variable of manufacturing 

framework, thereby verifying hypothesis 2. 

4.1. Robust Test 

The robust test includes three parts, firstly, considering the possible impact of extreme 

values of results, we replace the dependent variable as the original winsorized by 1%. 

Secondly, we change the method of calculating the the comprehensive index of DE from 

the entropy weight method to the PCA [14]. Thirdly, considering that policy-related 

control variables may have endogeneity, we use the level of government interference and 

the level of technological development as two tools with a one-period lag variable [15]. 
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Table 3Robustness analysis. 

 (1) (2) (3) 

de 0.021 *** 0.233 *** 0.034 * 

 (0.007) (0.075) (0.022) 

sde -0.026 ** -0.155 *** -0.039 *** 

 (0.012) (0.054) (0.013) 

_cons 0.008 *** -0.073 *** 0.021 *** 

 (0.001) (0.025) (0.003) 

N 270.000 270.000 243.000 

r2 0.906 0.889 0.567 

 

The outcomes of the above three robust tests are shown in Table 3. In comparison 

to the benchmark regression findings presented in Table 2, it is evident that while there 

are differences observed in variable significance and coefficient magnitudes, the inverted 

U-shaped relationship still holds. Thus, this study's conclusion remains robust. 

4.2. Heterogeneity analysis 

Heterogeneity analysis is carried out from two perspectives. On the one hand, the sample 

is split into two equal portions by fiscal expenditure, that is measured by the percentage 

of area general fiscal expenditure in GDP, named high-level and low-level. Table 4 (1) 

and (2) display the findings. It may be concluded that the results are more significant in 

the cities with greater fiscal spending levels. On the other hand, this study separates urban 

innovation into two groups by the median level of technological advancement, citing 

Guo et al.'s approach from 2022 [16]. Column (3) and (4) of Table 4 display the 

regression findings. It is evident that the first-order and second-order terms of DE in 

cities with strong innovation input exceed the 5% significance level but fail to pass the 

significance test in cities with low innovation input. 

 
Table 4Heterogeneity analysis. 

 Fiscal expenditure level Urban Innovation Level 

(1) (2) (3) (4) 

Low high Low high 

de 0.011 0.051 *** -0.004 0.023 *** 

 (0.008) (0.016) (0.018) (0.007) 

sde -0.002 -0.081 *** 0.003 -0.024 ** 

 (0.010) (0.027) (0.033) (0.009) 

_cons 0.012 *** 0.003 *** 0.016 *** 0.008 *** 

 (0.002) (0.003) (0.003) (0.001) 

N 135.000 135.000 135.000 135.000 

r2 0.959 0.881 0.902 0.955 

r2_a 0.945 0.842 0.869 0.939 

5. CONCLUSION  

From this study, we find the impact of digitalization on dioxide emissions shows an 

inverted U-shaped nonlinear pattern that first increase and then reduce. Meanwhile, 

within the time frame analyzed in this paper, manufacturing framework serves as a 

mediating factor. Also, this impact is more significant in regions with high fiscal 

expenditure and high innovation investment.  
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Considering the previous results, firstly, we propose to create a low-carbon 

industrial structure system in the YRD by a comprehensive plan, which will guide the 

upgrade of industrial structure and encourage to use greener energy, while 

simultaneously constraining the scale of high-pollution industries and high-carbon 

emission energy industries within the region. Secondly, to promote green development, 

it is imperative to enhance the low-carbon industrial system and the digital economy 

development standard system. To achieve this, we must foster digital innovation and 

promote economic growth that is both sustainable and environmentally friendly. Thirdly, 

the local policy on environment assessment is still in its early stages and has not yet 

completely tapped into the potential for energy saving and emission reduction, as well 

as the economic benefits of digitalization. To address these issues, it is important to 

increase urban science expenditures and enhance environmental monitoring capabilities 

and management flexibility.  

The innovation of this paper is to study the relationship of digitalization and carbon 

emission intensity of urban agglomerations from a new research scale, to provide 

effective experience for digital emission reduction in different urban agglomerations and 

regions. Future researchers may benefit from these findings in their understanding of 

internal mechanisms among variables and in their evaluation and guidance of local 

governments’ emission reduction initiatives. Also, the data used in this paper may not 

fully reflect the level of variables given the availability of data. Next, we can establish a 

more precise indicator system for digitalization and more comprehensive greenhouse gas 

data for calculating carbon emission indicators. The analysis of regional disparities study 

also focus mostly on economic factors. The next step is to investigate the driving 

mechanism from various angles considering the surroundings. 

References 

[1] Wang S, Yu DH. Carbon Emission Reduction Effect and Pathways of Digital Economy: An Empirical 

Investigation Based on the Carbon Emission Efficiency of China's Manufacturing[J/OL]. Studies in 

Science of Science:1-14[2023-05-21].https://doi.org/10.16192/j.cnki.1003-2053.20230516.002 

[2] Li J L，Chen L I，Chen Y，et al. Digital economy，technological innovation，and green economic efficiency—

empirical evidence from 277 cities in China [J].Managerial and decision economics，2022(3):616-629 

[3] Chang X, Su J, Yang Z. The Effect of Digital Economy on Urban Green Transformation—An Empirical 

Study Based on the YRD City Cluster in China. Sustainability. 2022; 14(21):13770. 

https://doi.org/10.3390/su142113770 

[4] Ge Li-vu, Mo Long-iiong, Huang Nian-bing. Development of Digital Economy, Upgrading of Industrial 

Structure and Urban Carbon Emission[J]. Modern Finance and Economics-Journal of Tianjin University 

of Finance and Economics,2022,42(10):20-37.DOI:10.19559/j.cnki.12-1387.2022.10.002. 

[5] Zhang Zhengyan, Li Yuxi. Research on the Impact of Digital Economy on Carbon Emissions in 

China,2022,43(05):146-154.DOI:10.16339/j.cnki.hdxbcjb.2022.05.019.. 

[6] Chen Xiaohong, Li Yangyang, Song Lijie,etc. Theoretical Framework and Research Prospect of Digital 

Economy[J].Journal of Management World,2022,38(02):208-224+13-16.DOI:10.19744/j.cnki.11-

1235/f.2022.0020. 

[7] Luo Liangzhong. Research on the Influence of Digital Economy on Energy Consumption[J]. Study and 

Practice,2022,No.460(06):44-53.DOI:10.19624/j.cnki.cn42-1005/c.2022.06.013. 

[8] Wen Zhonglin, Zhang Lei,Hou Jietai. Mediated Moderator and Moderated Mediator[J]. Acta Psychologica 

Sinica,2006(03):448-452. 

[9] Miao Lujun, Chen Jing, Fan Tianzheng, Lv Yanqin. The Impact of Digital Economy Development on 

Carbon Emission: A Panel Data Analysis of 278 Prefecture-Level Cities[J]. South China 

Finance,2022(02):45-57. 

[10] Xu Weixiang, Zhou Jianping, Liu Chengjun. The Impact of Digital Economy on Urban Carbon Emissions: 

Based on The Analysis of Spatial Effects[J]. Geographical Research,2022,41(01):111-129. 

J. Shao and Q. Li / Does the Development of the Digital Economy Benefit? 217



[11] Xie Yunfei. The Effect and Mechanism of Digital Economy on Regional Carbon Emission Intensity[J]. 

Contemporary Economic Management, 2022,44(02):68-78.DOI:10.13253/j.cnki.ddjjgl.2022.02.008. 

[12] Zhao Tao, Zhang Zhi, Liang Shangkun. Digital Economy, Entrepreneurship, and High-Quality Economic 

Development: Empirical Evidence from Urban China[J]. Journal of Management World,2020,36(10):65-

76.DOI:10.19744/j.cnki.11-1235/f.2020.0154. 

[13] Gan Chunhui, Zheng Ruo-gu, Yu Dianfan. An Empirical Study on the Effects of Industrial Structure on 

Economic Growth and Fluctuations in China [J]. Economic Research Journal, 2011,46(05):4-16+31. 

[14] Jin Dianchen, Liu Shuai, Chen Xin. Digital Economy and Common Prosperity-An Empirical Test based 

on 276 Prefecture-level Cities [J]. Journal of Xinjiang Normal University (Edition of Philosophy and 

Social Sciences),2023,44(03):127-136.DOI:10.14100/j.cnki.65-1039/g4.20230227.001. 

[15] Wang, LJ., Yang, PL., Ma, JJ. et al. Digital economy and industrial energy efficiency performance: 

evidence from the city of the YRD in China. Environ Sci Pollut Res 30, 30672–30691 (2023). 

https://doi.org/10.1007/s11356-022-24353-2 

[16] Gou Feng, Yang Shang-guang, Ren Yi. The Digital Economy, Green Technology Innovation and Carbon 

Emissions — Empirical Evidence from Chinese City-level Data [J]. Journal of Shaanxi Normal 

University(Philosophy and Social Sciences Edition),2022,51(03):45-

60.DOI:10.15983/j.cnki.sxss.2022.0507. 

 

 

J. Shao and Q. Li / Does the Development of the Digital Economy Benefit?218



Research on the Influence of Agricultural
Products Brand Story on Consumers’

Purchase Intention Under the Background
of Social New Retail
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China

Abstract. Under the background of the trend of social new retail, based on narrative
transmission theory, this study collects 208 samples by questionnaire, integrating
social media interaction and consumers’ purchase intention, and analyzes the con-
ditional process of brand stories affecting how to affect consumers’ purchase inten-
tion by hierarchical regression method. The result shows that brand story has a pos-
itive impact on consumers’ purchase intention, and this process is realized through
the intermediary of narrative transmission. Social media interaction negatively reg-
ulates the relationship between brand story and consumers’ purchase intentions. Fi-
nally, according to the research conclusion, it is suggested that enterprises and mar-
keters pay attention to the role of brand story, make full use of various social media
platforms, tell excellent brand stories, increase emotional resonance, and promote
consumers’ purchase intention.

Keywords. brand story, interactivity of social media, consumers’ purchase intention

1. Introduction

Social New Retail is a new model derived from e-commerce platforms, which reinvents
the elements of people, goods, market, and circle of friends, and derives a new business
model with social circle as the core, and is committed to expanding brand content in the
social circle. It is a mode for enterprises to open up online and offline, realizing seamless
connection between online and offline scenes, enabling online sales to provide user expe-
rience of physical store and physical stores to connect online information and logistics.
At the same time, we will realize the deep integration of social economy and new retail,
and create a new retail ecosystem that constantly optimizes user experience and meets
differentiated needs. How should agricultural products brands develop under the back-
ground of new social retail? As a big agricultural country, China’s agricultural products
market has changed from seller’s market to buyer’s market, and the competition among
agricultural products has deepened to the brand level. Brand is an important resource for
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Figure 1. Theoretical model diagram

enterprises to participate in competition and an important business card for the country to
show its image to the outside world. In addition, in the Internet age, the amount of infor-
mation is overloaded, the channels of information collection are increasingly abundant,
and the speed of communication has achieved a qualitative leap. Consumers have lost
their focus and interest in traditional advertisements and empty and sensational slogans.
Consumers’ demand and behavior for agricultural products are more differentiated [1].

Compared with other products, the online marketing of agricultural products is more
challenging, and it is very important to understand consumers’ reaction to the brand pro-
motion of agricultural products [2]. Related researches show that brand story can estab-
lish a connection between consumers and brands [3], and transmitting brand story can
strengthen the connection, thus generating positive attitudes and higher purchase inten-
tion [4]. Therefore, agricultural products enterprises should be good at telling stories
(telling story of farmers, landmark products, cultural tourism, and world heritage in com-
bination with agricultural products) when providing products and services, and tell them
with the greatest communication effect-moving people with emotion, touching people
with reality, arousing the resonance of target users, feeling the connotation of brands,
establishing brand loyalty of customers, conveying strong brand values, and online com-
ments, sharing and recommendation, etc., which can make agricultural products enter-
prises establish a stable connection with consumers. Narrative forms enhance traffic and
intentions, and immerse themselves in story, thus having a positive impact on consumers’
purchasing intentions [3]. Narrative persuasion can take place in the context of consumer
reviews, and the process is the same as hypothetically.

Based on this, this study constructs the relationship model between brand story and
consumers’ purchase intention under the background of new social retail, and explains
its internal mechanism, so as to provide relevant suggestions for agricultural products
enterprises and marketers under the background of new social retail, as shown Figure 1.

J. Wei / Research on the Influence of Agricultural Products Brand Story220



2. Theoretical Basis and Research Hypothesis

2.1. Brand Story and Consumers Purchase Intention

With the increasing power of consumers, people participate in brand story through social
media, which attaches great importance in improving brand awareness, image, and loy-
alty. Storytelling is in every corner [5]. Therefore, marketers need to better understand
the value of brand story [6]. The positive psychological persuasion process of brand story
to consumers is explained with narrative transmission theory and narrative persuasion
theory. Firstly, consumers are brought into the story to get an immersive experience and
will change their attitudes and behaviors because of empathy, which is manifested in
their story-consistent attitude and story-consistent intention. An attractive brand story
can change consumers’ positive attitude towards the brand and persuade consumers to
purchase. The research shows that the influence of brand story with different attractive-
ness on consumers’ brand attitude is different, and the influence of brand story with high-
quality story content on brand attitude is more significant. Obviously, brand story has a
positive impact on consumers’ brand attitudes. Therefore, the following assumption can
be made:

H1: Brand story will positively affect consumers’ purchase intention

2.2. Mediating Function of Narrative Transmission

The foundation of telling a good brand story is the story itself. Excellent agricultural
product brand story that conforms to enterprise values and beliefs is the premise of nar-
rative transmission.

When individuals are "transported" in some way, they are completely immersed in
the story, and the changes after returning to the real world are mainly reflected in the
changes in thinking levels such as beliefs and attitudes. Marketing research also responds
to this view, and holds that the key to improving consumers’ pleasure lies in making
consumers reach a focused psychological state, narrative transmission state, so that con-
sumers can have positive emotions and involvement and enhance consumption experi-
ence. At present, there are also studies focusing on the follow-up influence of narrative
transmission, such as repeated exposure, information search, memory, emotional change,
social sharing behavior, etc., in order to maintain continuous interaction with consumers
and further strengthen consumers’ attitudes and behaviors. The stronger the relationship
between consumers and brands, the stronger their willingness to spread online word of
mouth. Enterprises pass on brand image and concept to consumers through brand story,
cultivate consumers’ brand emotion, and make them form preferences according to their
cognition and perception of brands before purchasing goods or services.

H2: Narrative transmission mediates between agricultural brand story and con-
sumers purchase intention

2.3. Interactive Regulation of Social Media

In the era of more and more active social media, establishing and maintaining a stable
relationship between enterprises and consumers is the top priority of marketing [1]. The
interaction between consumers and enterprises is faster, and positive interaction with
consumers can achieve the purpose of promoting communication and purchase. As con-
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sumers, they also have more channel choices and greater initiative to spread product
use and experience [7]. Consumers’ access to content and information related to brand
story in social media will interfere with consumers’ views on brands and brand story,
and the interference effect may be affected by consumers’ social media interactivity
[8]. The consumers’ social media interactivity is measured from two dimensions: online
comment, forwarding and sharing, or recommendation. Advertisements and information
from brand will make consumers have positive associations with brand, which means
that the difference of stimulation brought by brand story to consumers will be relatively
small. Therefore, the following assumption can be made:

H3: Social media interactivity moderates the relationship between brand story and
consumers’ purchase intention, that is, social media interactivity weakens the influence
of brand story on consumers’ purchase intention.

3. Research Method

3.1. Variable Surveying

3.1.1. Brand Story

This study focuses on the brand story, mainly from the story of the event and characters
of two aspects of the characteristics to measure the attitude of the characters and the
authenticity of the event, adapted from the Escalas [9] research scale.

3.1.2. Narrative Transmission

Narrative transmission has the ability to connect consumers and brands [6]. The re-
search results show that narrative transmission is positively correlated with advertising
goodwill, and story trigger more favorable emotional reactions of audiences, and have a
certain impact on audiences’ willingness to share product information through word of
mouth [10]. Narrative transmission can be measured by the Transportation Image Model
(TIM) scale, which investigates two factors related to transmission degree: image ability
and absorption tendency [11]. Image ability is defined as the ability of consumers to visu-
ally rehearse scenes through psychological images without imposing stimuli. Absorption
tendency is defined as the reader’s absorption of story content [11].

3.1.3. Social Media Interactivity

The measurement angle of social media interactivity is mainly based on two dimensions
summarized by Ye qing (2013) and Su Qisheng (2015) according to the existing research
and actual situation when conducting social media research: online comment, forward-
ing and sharing. The dimension of forwarding and sharing is measured with reference to
the scale developed by Spannerworks (2007), and the dimension of participating in com-
ment is measured with reference to the scale developed by Chen Shunlin (2007). This
measurement dimension division and way have been tested by many scholars, which not
only has been verified theoretically, but also conforms to the use of social media and the
reality of our country.
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3.1.4. Consumers’ Purchase Intention

Purchase intention refers to the possibility of consumers’ purchase intention specific
products [12]. The measurement of purchase intention mainly refers to the measurement
of consumers’ purchase intention by Bauer [1], and the scale adopts the measurement
method of one-dimensional and Likert five-level scale.

3.1.5. Control Variable

In order to avoid irrelevant variables interfering with the causal relationship between
variables, the gender, age, educational attainment (EA), occupation, and disposable in-
come/month (DIM) are selected as the control variables.

3.2. Samples and Data

Questionnaire survey is used to collect data. Use the questionnaire star to design the
questionnaire and fill in the instructions, and send the link of the questionnaire through
mobile internet tools such as WeChat and QQ. Necessary control should be carried out
on the questionnaire collection process, including restricting each IP from submitting
questionnaires repeatedly, and not allowing the submission of incomplete questionnaires.
A total of 208 questionnaires were collected, of which 189 were valid, with an effective
rate of 90.87%. In the sample, there is men accounting for 66.10%, 19-25 years old
accounting for 76%, and junior college or above accounting for 98.30%. From the overall
distribution of samples, the samples collected in questionnaire have certain rationality
and can be used to represent the research object.

4. Data Analysis and Results

4.1. Common Method Deviation Test

Because the four variables of brand story, narrative transmission, social media interac-
tivity, and consumer’ purchase intention come from the same source, there may be com-
mon method bias in the data. Harman single factor test was used to test the severity of
deviation of common methods. The results show that the variance of the first factor in-
terpretation is 39.586%. The interpretation rate of the first factor variance is below 50%,
and shows that the deviation problem of the common method is not serious.

4.2. Descriptive Statistics

Table 1 shows the mean value, standard deviation, and correlation coefficient of con-
trol variables and key variables. The results indicate that there is a significant posi-
tive correlation between brand story and consumers’ purchase intention (r = 0.717,

p < 0.01), and narrative transmission is significantly positive correlation with brand story
(r = 0.616,p < 0.01) and consumers’ purchase intention (r = 0.607,p < 0.01).
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Table 1. Descriptive statistics and correlation analysis results of variables

Gender Age EA
Occu-
pation

DIM PI BS NT SMI

Gender 1

Age 0.098 1

EA -0.168 -0.143 1
Occu-
pation

-0.089 0.209 -0.648** 1

DIM 0.1 0.342** -0.291* 0.431** 1

PI 0.038 0.205 0.058 -0.076 0.118 1

BS -0.019 0.221 -0.012 0.04 -0.055 0.717** 1

NT 0.042 0.116 -0.097 0.082 0.135 0.607** 0.616** 1

SMI -0.129 0.097 0.033 0.047 0.129 0.587** 0.579** 0.639** 1

MEAN 1.34 2.27 3.47 2.03 1.68 3.706 3.797 3.78 3.686

SD 0.477 0.582 0.537 1.485 0.88 0.678 0.836 0.773 0.765

Remark: ** At 0.01 level (double tail), the correlation is significant. * At 0.05 level (double tail), the
correlation is significant.

4.3. Hypothesis Testing

The hierarchical regression analysis was used to test the intermediary hypothesis, and
the results are shown in Table 2. After adding control variables, brand story has a
significant positive impact on consumers’ purchase intention (M4,β = 0.884,p < 0.01),
so H1 has been verified by data. By testing the intermediary role of narrative
transmission, brand story has a significant positive impact on narrative transmission
(M2,β = 0.723,p < 0.01), and narrative transmission positively affects consumers’
purchase intention (M5,β = 0.712,p < 0.01), and so H2 has been verified by data.
To test the moderating effect of social media interaction, social media interaction can
weaken the difference of the influence of brand story on consumers’ purchase intention
(M9,β = −0.057,p < 0.01).

To further verify the mediating effect of narrative transmission, the PROCESS plug-
in was used to examine the significance of the mediating effect, and the number of repli-
cate samples was set at 5,000. The analysis showed that the indirect effect of brand story
on consumers’ purchase intention through narrative transmission is 0.1670, with a 95%
confidence interval of [0.0650, 0.3191], and the confidence interval did not include 0,
that is, the negative emotion mediating effect is significantly present, and H2 is again
validated.

The influence of brand story on consumers’ purchase intention is interactively reg-
ulated by social media in H3. After controlling the related variables, it can be seen that
there is a negative effect from Model 8 in Table 2, (M9,β = −0.057,p < 0.05) , which
indicates that there is a moderating effect of social media interaction. In order to better
explain the relationship between moderating effects, a simple slope analysis is used to
draw a moderating effect diagram. As shown in Figure 2, social media interaction will
weaken the influence of brand stories on consumers’ purchase intention.
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Table 2. Mediation effect test

NT PI

M1 M2 M3 M4 M5 M6 M7 M8 M9

Gender 0.064 0.021 0.087 0.034 0.055 0.029 0.087 0.034 0.053

Age 0.306 0.030 0.331 -0.007 0.110 -0.014 0.331 -0.007 -0.021

EA 0.112 -0.039 0.130 -0.054 0.088 -0.045 0.130 -0.054 -0.044
Occu-
pation

-0.034 0.093 0.024 0.131 -0.016 0.110 -0.018 -0.141 -0.144

DIM 0.038 0.205 0.058 -0.076 0.118 -0.097 -0.024 0.131 0.127

BS 0.723** 0.884** 0.720** 0.884** 0.757**

NT 0.712** 0.227**

BS*SMI -0.057*

R2 0.098 0.539 0.121 0.781 0.579 0.805 0.121 0.781 0.793

�R2 0.098 0.441** 0.121 0.660** 0.558** 0.024* 0.121 0.660** 0.003*

F 1.150 10.130** 1.465 30.921** 14.587** 30.031** 1.465 30.921** 23.895**

Remark: ** At 0.01 level (double tail), the correlation is significant. * At 0.05 level (double tail), the
correlation is significant. The coefficients in the table are standardized coefficients.

Figure 2. Interactive adjustment diagram of social media

5. Conclusion

This study explores the influence of brand story on consumers’ purchase intention based
on narrative transmission theory. The hypotheses are tested by empirical method. The re-
sults show that brand story can promote consumers’ purchase intention, and at the same
time, they are influenced by the intermediary role of narrative transmission and the inter-
active adjustment role of social media. Therefore, enterprises and marketers should pay
attention to brand story, create excellent brand story, make full use of social media means,
increase good brand story, and effectively promote consumers’ purchase intention.
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Abstract. This paper expounds the connotation of high-quality development from 

the perspective of "five development concepts", and analyzes the dialectical 

relationship among innovative development, coordinated development, green 

development, open development and shared development. On this basis, a 

relatively complete evaluation index system of intellectual property to promote 

high-quality development has been constructed, and finally, the countermeasures 

of intellectual property to promote high-quality development have been proposed. 

Key words. Intellectual property, five development concepts, high quality 

development, evaluation index system  

1. Introduction 

The report to the 19th National Congress of the Communist Party of China pointed out 

that the Chinese economy has shifted from a stage of high-speed growth to a stage of 

high-quality development, and is now in a crucial period of transforming the 

development model, optimizing the economic structure and shifting growth drivers. In 

this regard, the academic community has carried out a series of studies, forming a rich 

research results [1], such as the connotation of "high-quality development" [2], 

constraints and influencing factors [3][4], objectives and transformation path [5][6], 

index system construction and measurement [7]-[9] and other aspects of the research. 

Have carried out extensive research from theoretical or empirical perspectives 

[10]-[11]. 

In the 14th Five-Year Plan for National Economic and Social Development and 

the Outline of 2035 Goals, the work on intellectual property rights is centralized and 

separately formulated, and the strategy of making China stronger through intellectual 

property rights is clearly stated. In the main indicators of economic and social 

development in the 14th Five-Year Plan, the number of high-value invention patents 
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per 10,000 population is set. Judging from a series of national deployment around 

intellectual property work, the emphasis on intellectual property has been elevated to 

an unprecedented strategic height [1]. 

Practice shows that to promote high-quality development, on the one hand, we 

need to grasp the connotation of "high-quality development" scientifically; On the 

other hand, an appropriate evaluation index system of regional high quality 

development should be constructed to guide the practice of regional economic and 

social development. 

Ma Ru et al. [12] constructed and measured the high-quality development 

evaluation index system of China's regional economy from five dimensions of 

high-quality supply, high-quality demand, development efficiency, economic operation 

and opening-up. Li Jinchang et al. [13], starting from the two aspects of "people's needs 

for a better life" and "unbalanced and inadequate development", the main 

contradictions of Chinese society in the new era, constructed a high-quality 

development evaluation index system consisting of five first-level indicators, that 

is ,economic vitality, innovation efficiency, green development, people's life, and social 

harmony, and 27 second-level indicators. Wei Min et al. [14] constructed a 

measurement system of high-quality economic development from 10 dimensions, 

including optimization of economic structure, innovation-driven development, efficient 

allocation of resources, improvement of market mechanism, stable economic growth, 

coordination and sharing among regions, quality of products and services, 

improvement of infrastructure, construction of ecological civilization, and benefits of 

economic achievements. Zhang Junyan et al. [15] pointed out that the essential 

connotation of high-quality development is to meet people's ever-growing needs for a 

better life, and to achieve efficient, fair, green and sustainable development, aiming at 

the existing problems of high-quality development index system and measurement in 

China. 

There are few reports on the research of taking intellectual property elements as 

high quality development evaluation indicators. 

2.  Connotation and essence of regional high-quality development 

Development is an important issue in today's society and the top priority for the 

Communist Party of China to govern and rejuvenate the country. An important task set 

forth at the 18th National Congress of the CPC is to "concentrate on construction, 

pursue development with undivided attention, grasp the law of development, innovate 

the concept of development, and solve difficulties in development". Centering on the 

concept of "innovative development", the Fifth Plenary Session of the 18th CPC 

Central Committee clearly put forward the five development concepts of "innovative, 

coordinated, green, open and shared". [11][16] 

2.1 The Concept of "Five Major Developments" 

(1) Innovative development is the driving force 

Innovation is the soul of a nation's progress; it is the driving force for a country's 

prosperity  and the source of eternal vitality for a political party. At present, from the 

perspective of international situation, the competition of comprehensive national 

strength is essentially the competition of innovation ability. From the perspective of 
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domestic economic and social development, after more than 40 years of sustained and 

rapid development since the reform and opening up, China's economic aggregate has 

become the second largest in the world, with per capital GDP approaching 8,000 US 

dollars, but the problem of unbalanced and inadequate development is obvious. The 

Fifth Plenary Session of the 18th CPC Central Committee stressed that we must put 

innovation at the core of national development and continue to promote theoretical, 

institutional, scientific and technological, cultural and other innovations, so that 

innovation runs through all the work of the Party and the country and becomes a 

common trend in the whole society. 

(2) Coordinated development is the method 

Coordinated development is an important measure for scientific development, focusing 

on solving the problem of unbalanced development. Remarkable achievements have 

been made in China's coordinated development since reform and opening up. However, 

unbalanced, uncoordinated and unsustainable economic and social development still 

exist. The task of narrowing the development gap between urban and rural areas and 

between regions and promoting coordinated economic and social development remains 

arduous. 

(3) Green development is our goal 

Green development focuses on the harmonious coexistence between man and 

nature, and aims to build a beautiful China that is resource-conserving and 

environment-friendly. Green development determines the direction of development. We 

should properly strike a balance between economic development and environmental 

protection, firmly establish the idea that protecting the ecological environment means 

protecting productive forces, and improving the ecological environment means 

developing productive forces, and work more consciously to promote green, circular 

and low-carbon development. 

(4) Opening up and development is a strategy 

An important part of open development is the linkage between internal and 

external development. Since the beginning of the new century, economic globalization 

has deepened, economies are increasingly interdependent and interconnected, and 

mankind has become a community with a shared future. At the same time, the world 

economic structure is undergoing new changes, the international financial crisis has had 

a far-reaching impact, systemic and structural risks remain prominent, and China still 

faces grave challenges for its future development. 

(5) Shared development is our destination 

  Social equity and justice are important issues that need to be solved. Fairness and 

justice are inherent requirements of socialism with Chinese characteristics, and 

achieving social fairness and justice is a consistent proposition of Chinese Communists 

and a major task in developing socialism with Chinese characteristics. The socialist 

cause is the cause of the vast majority of the people. The ultimate goal of development 

is to serve the people and ensure that everyone enjoys the opportunities and benefits of 

development. Therefore, sharing is an essential requirement of socialism with Chinese 

characteristics and an important measure to achieve fairness and justice. 

2.2 The support of intellectual property rights to the concept of "Five Major 

Developments" 

(1) Intellectual property is an important support for innovation and development. As a 

legal guarantee for innovation, intellectual property effectively stimulates innovation, 
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escorts innovation, and protects innovators from obtaining actual economic benefits. 

We should constantly improve the intellectual property system, promote the effective 

connection between intellectual property policies and policies of science and 

technology, industry, trade, finance and taxation, so as to promote building a powerful 

intellectual property country through institutional innovation [17][18]. 

(2) Intellectual property plays an important role in coordinating urban and rural 

development and regional development. In terms of balancing urban and rural 

development and narrowing the gap between urban and rural areas, the development of 

intellectual property rights has unparalleled room to play. Intellectual property rights 

should be used to promote agricultural modernization, narrow the development gap 

between urban and rural areas, reduce the Engel coefficient of rural areas, and 

coordinate urban and rural development. 

(3) Green is realized in the course of development, which is the internal requirement of 

social progress. The key to green development is scientific and technological 

innovation. Environmental protection is increasingly dependent on the support of 

science and technology and the protection of intellectual property rights. 

(4) Intellectual property trade is an important embodiment of intellectual property 

support for open development. Intellectual property trade promotes the international 

opening and sharing of innovative products, promotes open innovation, and improves 

the welfare level of the world. 

(5) Increase the sharing of intellectual property between regions, as there is significant 

regional imbalance in the development of intellectual property. Increasing the 

transformation and application of intellectual property between regions will help 

optimize the allocation of intellectual property resources between regions, promote the 

circulation and sharing of intellectual property between regions, increase the social and 

economic benefits of intellectual property, as well as improve the level of social 

welfare. 

3. The internal mechanism of intellectual property driving high-quality 

development 

3.1 The innovative role of intellectual property rights 

(1) Intellectual property provides the source power for innovation 

① Intellectual property provides rules for innovation. The systematization and 

standardization of intellectual property data is the crystallization of human wisdom and 

the summary of objective laws, which provides a steady flow of power for innovation. 

To grasp and apply these wisdom and laws in practical activities, the innovation will 

form a virtuous cycle, so as to promote scientific and technological innovation, 

economic development and social progress[17][18]. 

②  Intellectual property rights provide resource allocation for innovation. 

Intellectual property rights play an important role in providing big data support for 

innovation, saving costs for the early preparation and later protection of innovation 

achievements, establishing coordination mechanism for the profit distribution of 

innovation subjects, promoting the transformation of innovation achievements, 

comprehensively optimizing and integrating the allocation of production factors and 

innovation factors, and deeply integrating innovation achievements with economic and 

social development in various fields[17][18]. 
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③ Intellectual property provides a platform for the dissemination of innovation 

results. Intellectual property is the bridge and link between innovation and market, and 

it is a very important link in realizing the value of innovation. 

So it can be said that intellectual property provides a direct source of innovation. 

(2) Intellectual property provides strong support for innovation 

Among intellectual property rights, the invention patents with the highest 

technical content directly reflect the power of innovation ability. The quantity, quality, 

scale and level of intellectual property ownership, as well as the ability to use and 

manage intellectual property rights, have become important indicators to measure a 

country's economic, scientific and technological strength. Practice has shown that 

countries and regions with sound intellectual property systems and better 

implementation have stronger innovation capacity and higher level of economic and 

social development. For these countries, intellectual property is not only the choice of 

development strategy, but also the embodiment of comprehensive national strength. 

(3) Intellectual property rights provide support for innovation 

For enterprises, technological innovation is the key to win market advantages and 

improve competitiveness. Technological innovation cannot be separated from the 

protection of intellectual property rights and the incentive effect on innovative talents. 

If the protection of intellectual property rights is weak, technological innovation cannot 

play its role. Only by promoting scientific and technological innovation and unleashing 

and developing social productive forces can we achieve sustained and sound economic 

and social development. 

3.2 Innovation-driven mechanism of high-quality development 

(1) Technological innovation as the source of power to promote the continuous 

improvement of social efficiency.  

In all kinds of innovation systems, technological innovation is always in the core 

position. From the micro point of view, technological innovation can upgrade the 

original production factors, improve the production efficiency, change the original 

production mode of enterprises, and reduce the dependence on resources. From a 

macro point of view, technological innovation has changed the original pattern of social 

resource allocation and made the overall allocation of social resources more 

efficient[19]. 

(2) Talent as the core driving factor to accelerate technology diffusion and application 

of achievements. 

The core factor of innovation drive is talent drive, and human capital is the most 

active and positive factor in the whole process of innovation. Innovation needs a team, 

and the team needs innovative talents. Only with innovative talents can there be 

innovative achievements, and the promotion and application of innovative 

achievements must rely on talents. Therefore, from the macro level, the core of 

accelerating the construction of high-quality economic innovation drive is to strengthen 

the construction of innovative talents and consolidate the foundation of innovation 

human capital. From the micro level, innovative talents will produce innovative results, 

and the improvement of labor quality will improve labor productivity. At the same time, 

the progress at the micro level will promote the development at the macro level. With 

the innovation of talents, it will improve our independent innovation ability and 

strengthen our core competitiveness. Through the joint action of micro and macro level, 

talents become the core factor to promote high-quality economic development. 
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(3) Funding guarantees high-quality output. 

Only high-quality innovation input can produce high-quality innovation, so as to 

improve the quality of innovation investment of Chinese government and enterprises, 

thus provide important guarantee for high-quality economic development. 

(4) The synergy between the market and the government is related to the ultimate 

realization of high-quality development. 

How to accurately and efficiently allocate innovation factors such as capital, 

technology and human resources to innovation entities is the key to achieve 

innovation-driven high-quality development. 

3.3 Synergy between intellectual property rights and high-quality development 

Synergetic theory holds that the system is composed of a large number of subsystems 

with completely different properties. Openness, interaction and self-organization form 

the spatial, temporal or functional structure of the system [20][21]. The key to the 

transition from disorder to order of the system lies in the interrelated "synergistic 

effect" [22][23] among subsystems within the system. Intellectual property rights and 

high-quality economic development can be seen as two closely related subsystems 

under the technology-economy system. Taking intellectual property as the variable that 

dominates the technology system and high-quality economic development [24], there is 

a coupling and coordination relationship between intellectual property and high-quality 

economic development, and the subsystem of intellectual property and the subsystem 

of high-quality economic development constantly exchange material, energy and 

information. Intellectual property subsystem provides continuous source technology 

supply for high quality development subsystem of economy; In turn, the subsystem of 

high-quality economic development provides sufficient R&D guarantee and market 

demand for the subsystem of intellectual property, and both of them promote and 

coordinate each other. When the new technology is applied to the market, or the 

demand of the high level of the market stimulates the emergence of the new technology, 

the technology-economy system will produce local mutations, promote the overall 

system transition from order to local disorder, and generate disturbances, and gradually 

make the overall system appear oscillating and even phased disorder until the 

sub-systems within the system complete self-reorganization and form endogenous 

variables. At the same time, under the joint action of other exogenous variables, the 

whole technology-economic system will return to an orderly state. The continuous 

evolution of the technology-economy system has been promoted by a new and more 

optimized orderly process from order to disorder within the technology-economy 

system [1]. 

4. Evaluation index system for the promotion of high-quality regional 

development by intellectual property rights 

4.1 Construction principles of evaluation index system 

A high-quality development evaluation index system should be established, and 

indicators should be screened according to the following principles [25]. 

(1) Guiding principle. 

Based on the concept of high quality development, research and analysis of 

regional development prospects to guide the path of future regional development. 
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(2) Principle of comprehensiveness. 

It can assess the level of regional economic and social development and existing 

problems in an all-round and multi-angle way. 

(3) The principle of simplicity. 

When selecting the evaluation index, it is required that the index be representative 

and can effectively reflect the development of the evaluation Angle. 

(4) Principle of comparability. 

In order to facilitate comparative evaluation, the selected indicators can be 

compared horizontally within the region. 

(5) Operability principle. 

In order to ensure the credibility and objectivity of the evaluation results, the data 

source is required to be authentic and reliable. 

(6) Openness principle. 

We should not only consider the commonalities of economic and social 

development, but also conform to the economic and social characteristics of different 

regions. 

4.2 Evaluation index system of regional high-quality development promoted by 

intellectual property rights 

On the one hand, for the high-quality development subsystem, the evaluation index 

system for regional high-quality development is studied from the five major 

development concepts. On the other hand, for the intellectual property subsystem, in 

the existing evaluation index system,  many of them only consider the input or output 

of intellectual property as a single factor. However, from a performance perspective, 

the selection of evaluation indicators must cover the process and results of intellectual 

property activities. Therefore, this article studies the creation and application of 

intellectual property, and measures their indicators separately, thus form a relatively 

complete evaluation index system for promoting high-quality regional development by 

intellectual property rights. As shown in Table 1. 

 

 
Table 1. Evaluation index system of regional high-quality development promoted by intellectual property 

rights 
subsystem  Primary index Secondary index Index description 

High quality 

development 

subsystem  

(Y) 

 

Innovation-driven 

development 

(Y
1

)
 

Innovation investment R&D /GDP 

innovation output 
Number of invention patent 

applications 

coordinated 

development 

(Y
2

) 

regional coordinated development 
Per capita disposable income ratio of 

urban and rural residents 

Industrial Coordination Development 
Proportion of added value of Tertiary 

sector of the economy in GDP 

risk-prevention  Rate of qualified Products 

Green development 

(Y
3

)
 

Green Resources 

Per capita water consumption 

Rate of harmless treatment of 

household waste 

Green Society 

Energy consumption per ten thousand 

yuan of GDP 

Greening rate of built-up areas 

Green Management 
Proportion of energy conservation and 

environmental protection expenditure 

Open 

development 

(Y
4

) 

International communication  Total number of people exit/entry  

international trade 
Gross Import and Export Volume/GDP 

Total foreign investment/GDP 
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Sharing 

development 

(Y
5

) 

Achievement sharing 

Ratio of urban and rural consumption 

expenditure 

Ratio of per capita disposable income 

of urban and rural residents 

The ratio of regional per capita GDP to 

national per capita GDP 

public service 
Per capita education expenditure 

Per capita healthcare expenditure 

 Intellectual 

Property 

Subsystem  

(X) 

     

Intellectual 

Property 

Creation 

(X
1

) 

 Investment of intellectual property R&D personnel full-time equivalent 

Output of intellectual property  
Number of invention patents per ten 

thousand person 

Application of 

Intellectual 

Property 

(X
2

) 

 

Transactions of intellectual property  

Number of regional contracts for 

technology flow in the technology 

market 

Regional contract amount for 

technology flow in the technology 

market 

Maintenance of intellectual property 

rights 

The proportion of effective invention 

patents to the total number of invention 

patents 

The rate of patent maintenance  

 








n

jiji

jiji

ji

kxkykxky

kxkykxky

n
XY

1

)()(maxmax)()(

)()(maxmax)()(minmin
1

),(




     (E1) 

[26] 

According to Table 1 and (E1), we can obtain the grey correlation between 

the high-quality development subsystem indicator Yi (i=1,2,3,4,5) and the intellectual 

property subsystem indicators X1 and X2, thereby obtaining the degree of influence of 

the intellectual property subsystem indicator Xj (j=1,2) on the high-quality 

development subsystem indicator Yi (i=1,2,3,4,5). 

5. Measures for intellectual property to promote high-quality development 

5.1 Accelerate core technology innovation and rationally allocate science and 

technology resources.  

First of all, we should strengthen the investment in basic research, increase the 

proportion of basic research funds, establish a reasonable investment mechanism for 

technological innovation, and rationally plan the allocation of various scientific and 

technological elements. Secondly, we should establish and improve our intellectual 

property protection system and stimulate the innovation vitality of enterprises, 

universities and research institutes. Finally, we should deepen the supply-side reform, 

deeply study the current input and output structure of science and technology in our 

country, promote the application and popularization of scientific and technological 

innovation, and apply the core technologies to push our industrial chain towards 

high-end development[19]. 

 

),( ji XY
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5.2 Strengthen the training of innovative talents and stimulate the vitality of innovation. 

Establish and improve the talent management mechanism to meet the requirements of 

innovation and development and conform to the law of innovation. Deepen the reform 

of education system, do a good job in the top-level design of talent training programs, 

innovate education methods, improve the talent evaluation system, rationalize the 

evaluation indicators of innovation ability, quality and contribution, stimulate the 

enthusiasm of innovative talents [27], accelerate the training of strategic innovative 

talents with international frontier level, and provide the core power for the high-quality 

development of Chinese economy. 

5.3 Increase financial support for innovation to provide strong guarantee for 

innovation activities. 

The government's investment of funds should improve the efficiency of the use of 

funds to avoid the waste of funds; Enterprises should establish and improve the 

management methods of capital investment, enhance their macro-planning ability and 

market competitiveness, and avoid scattered allocation of scientific and technological 

resources and low overall operation efficiency caused by low efficiency of capital 

investment within enterprises. 

5.4 The government and the market should work together to promote development. 

The market should play a decisive role in the allocation of innovation resources, while 

the government should also provide good management and quality services. Finally, 

through the synergy between the market and the government, as well as the effective 

supply and allocation of innovation factors and resources, we can realize the 

high-quality development of innovation-driven economy[28].  
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Abstract. Objective: To understand the status quo of sex education in left-behind 
children in rural areas. Method: Self-compiled questionnaires on sex education for 
left-behind children, teachers and general public and an interview questionnaire 
were administered to the target respondents. A total of 471 valid copies of 
questionnaire were retrieved, along with some interview data. Results: (1) There 
was a general lack of sex knowledge among left-behind children and hence a 
deficiency of the ability and consciousness to protect themselves; (2) School-based 
sex education was inadequate, and teachers believed that sex education should be 
strengthened at school; (3) There was a serious lack of family sex education, while 
the general public showed growing concern for sex education. Conclusion: It is 
necessary to strength sex education among left-behind children in rural areas from 
various dimensions, so as to elevate their sex knowledge and awareness about 
sexual health. The coordinated promotion by schools, families and society is an 
inevitable choice and an important measure to improve the effect of sex education. 

Keywords. rural areas, left-behind children, sex education 

1. Introduction 

Along with the acceleration of China’s urbanization, a large number of rural residents 

move to urban areas, resulting in an increasing number of left-behind children in rural 

areas [1]. Left-behind children are children who remain in rural regions of the country 

while both parents leave home to earn a living or one parent leaves home and the other 

cannot exert guardianship. These children are juveniles aged below 16 with rural 

residency and do not live with their parents [2]. Compared with their urban 

counterparts, left-behind children in rural areas are much more vulnerable to sexual 

assault due to the lack of guardianship, family care and protection, and children’s 

inability to protect themselves and discern sexual assault[3]. The urgent task is to 

conduct surveys on the status quo of sex education for left-behind children in rural 

areas and help them establish a self-defense mechanism against sexual assault. We 

conducted a series of surveys and researches in rural areas of southern Hunan Province, 
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aiming to understand the status quo of sex education and sexual cognition among 

left-behind children in rural areas and analyzing the problems existing in sex education 

among left-behind children. We intended to find new solutions to the socialization of 

sex education for left-behind children. A sex education platform for children may be 

built in the future based on our survey findings. The current survey notifies the general 

public about the importance of developing effective approaches to sex education for 

children and finally contributes to the healthy growth of children in rural areas, thereby 

promoting the development of rural education and rural culture construction. 

 Researches on the problem of left-behind children is mainly focused on basic 

education, mental health, individual safety, types of guardianship, emotional life, 

socialization difficulties, scale, distribution and left-behind girls, but there is little 

research literature on "sex education for rural left-behind children". It can be seen that 

the current domestic research on this area needs to be improved, and specific feasible 

countermeasures need to be proposed for the problems related to sex education of rural 

left-behind children. 

Sex education is an important course concerns the health and happiness of 

children throughout their lives. After a century of exploration and development,  

systematic theories of sex education has formed in some foreign developed countries.  

A comprehensive education system of sex education content has established and was 

integrated into the teaching of different age groups[4].Cheng Zizhen (2017) argues that 

rural children have a great demand for sex education during puberty, but the main 

bodies such as families, schools and village committees are in the absence of sex 

education for children, guardians lack awareness of sex education, and school sex 

education is vacant[5].Liao Qinxiang (2019) argues that left-behind children lack 

systematic and reasonable ways to actively acquire sex knowledge, and lack the 

necessary self-protection awareness when they encounter sexual abuse[6]. LiYi (2022) 

believes that the primary strategy to prevent sexual assault is to raise students' 

awareness of sexual assault prevention. In terms of intervention mechanism, a 

multidimensional system should be constructed to identify potential offenders for early 

detection and prevention. Actively promote sexual assault prevention methods and the 

laws[7].Zhang Xiaobing (2019) believes that sexual assault prevention education for 

parents and protection for left-behind children should be strengthened, emphasizing the 

refinement of responsibilities in terms of prevention and control countermeasures[8]. 

Liu Renfeng (2019) believes that education on children's sexual knowledge should be 

strengthened while strengthening the punishment for sexual crimes against left-behind 

children[9]. 

These studies have contributed to the development of children's sex education, but 

there are also some shortcomings. The research on rural children's sex education must 

gradually deepen to the theoretical level, and carry out research at the practical level to 

reveal the essence of the problem of sex education for left-behind children, find out the 

crux and prescribe the right remedy. 

2. Survey design: respondents, methodology and contents 

2.1 Respondents 

Our survey was conducted among left-behind children in rural areas of southern Hunan 

Province. Located in central China and bordering with Guangdong, southern Hunan is 
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geographically dominated by mountainous areas and backward in education and 

economy. The coastal areas of Guangdong Province, which are economically 

developed and geographically adjacent to southern Hunan, are the destination of many 

migrant workers from southern Hunan Province. For this reason, left-behind 

phenomenon is widespread in southern Hunan, and left-behind children in rural areas 

of southern Hunan constitute representative samples for our survey over this topic. 

2.2 Methodology 

Our survey was a combination of questionnaire survey and face-to-face interviews. 

Different questionnaires were compiled for teachers, general public, children, and 

parents. The questionnaire for students was designed to gain a preliminary knowledge 

about children’s growth and development, sexual consciousness, status quo of sex 

education, and sexual attitude. The questionnaire for teachers was to assess teachers’ 

mastery of sex knowledge, their attitudes toward sex education, and the status quo of 

sex education at school. Face-to-face interviews were conducted among different adult 

groups regarding their understanding of sex knowledge, their attitudes towards sex 

education, and ways to administer sex education. SPSSAU was used for questionnaire 

data analyses, which included descriptive statistics, comparison of means, t-test, and 

correlation analysis. The survey findings can be summarized as follows: 

2.3 Contents of survey 

This survey was conducted in light of the reality of sexual safety among China’s 

left-behind children in rural areas at the present stage and the undergoing policy 

advocacy for protection against sexual assault. We first expound on such core concepts 

as sex education and sexual safety education and discuss the status quo and influence 

factors of sex education for children. Our findings provide theoretical support for 

children’s sex education in China. With basic knowledge acquired by questionnaire 

survey and interviews regarding the status quo and needs of left-behind children in 

rural areas, we plan to initiate campaigns to spread sexuality knowledge among 

left-behind children through group activities. Our experience will be valuable for 

delivering sex education among children in rural areas. 

3. Survey results and statistical analysis 

3.1 Status quo of sex education for left-behind children in rural areas 

a. Sexual physiology of left-behind children in rural areas 

Sexual development is considered a hallmark of adolescence and implicates a variety 

of sex-related factors, including sexual psychology, sexual consciousness, and sexual 

behaviors. In this study, the status of sexual development in girls was assessed based on 

secondary sex characteristics, including menarche and other physical changes. 

According to our survey, girls whose menarche occurred at an age of 11 to 12 years old 

accounted for 9.93% and 23.57%, respectively. Those who begin sexual development 

in this age accounted for no small proportion. 
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But due to an absence of sex education, most girls felt the panic upon menarche. 

The respondents who turned to their mothers for help accounted for the largest 

proportion. According to many respondents, their mothers were not around when 

menarche occurred because they were left-behind children. This is a typical example of 

inadequate family sex education. 

b. Mastery of sex knowledge of left-behind children in rural areas 

Our survey showed that most left-behind children did not have a correct understanding 

of their private parts. Neither did they know anything about sexual behaviors. Without 

a clear knowledge about basic concepts about sex, these children can hardly protect 

themselves in the face of sexual assault if any of these things happen, because they are 

unaware that something bad has happened to them. There was also a shortage of 

knowledge about pregnancy and contraception. When asked about the reasons for 

women getting pregnant, only a few girls gave a correct answer. Most girls said that 

they did not know anything about “the impact of induced abortion on girls”. As for the 

knowledge about contraception, barely no one knew anything more than the very 

basics. 

c. Analysis of the status quo of sexual safety in left-behind children in rural areas 

Nothing is more important than to instill the sense of sexual self-defense in children as 

far as sex education is concerned. Once being assaulted sexually, children are very 

likely to suffer serious consequences, such as anger, anxiety, depression, fear and 

personality disorders. One question in the survey was concerned with the status quo of 

the consciousness of sexual self-defense. The question went like this: Can any other 

person, including your parents, touch your breasts or private part without your 

permission? Some children chose “They cannot do so in any circumstances.” Other 

girls said that their parents can, and there were also girls who said they were unclear 

about it. We can see that few children know how to react in the face of sexual assault. 

Another question was “Do you know how to protect yourself if sexual assault occurs?” 

More than 40% of the children surveyed were not sure whether they could protect 

themselves or not. 

As for knowledge about sexually transmitted diseases and AIDS, most children 

said that they knew nothing about them or they only heard somebody mentioned it or 

felt these concepts quite obscure. As for how AIDS is transmitted, most children said 

they did not know. It is easy to see that if children do not know enough about sexual 

self-defense before they step into society, they are very likely to face sexual health 

hazards. Our survey has fully demonstrated the urgency and necessity of administering 

sex education for children. 

d. General lack of common knowledge in law among left-behind children in rural areas 

Our survey has indicated a widespread lack of common knowledge in law among 

the respondents. One question went like this: “Do you know that having sex with 

young girls aged below (?) constitutes a violation of law, whatever the cues used or 

regardless of whether the girls themselves consent to it or not?” The respondents gave 

various answers as to the minimum age of young girls considered legally competent to 

consent to sexual acts. Very few respondents chose the right answer, and some of them 
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might have just “guessed right”. Apparently, children in rural areas had a very low level 

of legal knowledge regarding sex. 

3.2 Teachers’ cognition about sex education for children 

Most teachers surveyed (73.33%) mastered more sex knowledge than students due to 

their senior age and rich social experience. Only a few teachers said that they only 

knew a little about sex (24.44%) or nothing at all (2.22%). Teachers’ mastery of sex 

knowledge also affected teachers’ attitudes to sex education at school. We observed that 

92.22% of the teachers surveyed believed that it is necessary to offer sex education at 

school, which is beneficial to the physical and psychological growth of students; 5.56% 

of the teachers believed that it is only of moderate importance to offer sex education at 

school; 2.22% of the teachers believed that sex education is not important at all. 

Besides, teachers’ mastery of sex knowledge was related to the practice of teaching and 

discussion about sex-related topics with their students. 

 
Table 1. Pearson’s correlation-detailed format 

  
4. Have you ever learned 

anything about sex? 

9. Have you ever communicated 
individually with left-behind students in 

your class about sex? 
Correlation coefficient 0.161 

 p-value 0.13 

7. Do you spare some time in your class to 
teach about sex? If yes, how many classes 

are held per week for sex education? 
Correlation coefficient 0.219 

 p-value 0.038 

12. What is your attitude when girls 
consult with you about sex? 

Correlation coefficient 0.279 

 p-value 0.008 

 

The intensity of correlation was measured using Pearson’s correlation coefficient. 

Whether the teacher has known enough about sex and whether the teacher has 

communicated individually with girls about sex. 

    The intensity of correlation was measured using Pearson’s correlation coefficient. 

The coefficient of correlation between whether the teacher has known enough about 

sex and whether the teacher has communicated individually with girls about sex was 
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0.161, which was close to 0. Besides, the p-value was 0.130, which was higher than 

0.05, indicating no significant correlation between the two. The coefficient of 

correlation between whether the teacher knows enough about sex and the frequency of 

sex education classes per week was 0.219, and the significance level was set to 0.05. 

Therefore, the two variables had a significant positive correlation. The coefficient of 

correlation between whether the teacher knows enough about sex and the teacher’s 

attitudes towards students’ consultation about sex was 0.279, and the significance level 

was set to 0.01. Therefore, the two variables had a significant positive correlation. 

As seen from above, teachers with a greater reserve knowledge about sex are more 

capable of helping students learn about sex and encouraging them to know more about 

their bodily development and the changes occurring to their appearance. More 

communication with students about sex can help prevent inferiority complex due to 

bodily development and raise their awareness of sexual assault and self-defense. 

 

 

Figure 1  Teachers help students learn about sex  

 

Generally, the number of left-behind children in each class varies. According to 

our survey, 61.11% of the teachers surveyed paid home visits to left-behind children to 

know about their family background and physical and mental conditions. Nevertheless, 

teachers still do not pay enough attention to sex education for left-behind children in 

rural areas. Only 32.22% of the teachers surveyed said that they had communicated 

individually with left-behind children about sex; 58.89% of the teachers did not know 

whether their students read books about sex-related topics in their spare time or not. 

But most teachers (65.56%) agreed that there was a general lack of sex knowledge 

among their students; 57.78% of the teachers surveyed would communicate with their 

students if they were consulted about sex and answer their doubts; 34.44% of the 

teachers would only provide simple answers to questions raised by students about sex; 

only 7.78% of the teachers said that they refused to answer any questions about sex. 

Teachers’ attitude towards sex also had an impact on students. If teachers refuse to talk 

about sex, the students may feel that sex is a bad thing. In that case, bodily 

development during adolescence may undesirably increase the likelihood of inferiority 

complex. When assaulted sexually, the children tend to keep their mouth shut or get 

threatened and suffer from long-term sexual assault. Teachers should provide positive 

guidance for students when being consulted about sex and make efforts to ensure their 

physical and mental health. 
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Figure 2. Teachers believed that sex education should be strengthened at school 
 

Most teachers believed that the current sex education is far from comprehensive at 

school. According to their opinions, schools should strengthen education in sexual 

psychology, sexual morality, sexual behaviors, and sexually transmitted diseases and 

their prevention. Teaching activities of various kinds can be conducted at school. 

Teachers should also improve their sexual literacy to better help left-behind children in 

rural areas learn about sex. 

3.3 A survey on public attitudes towards sex education for children 

Table 2 Results of ANOVA 

 8. Do you think that it is necessary for children to learn more 
about sex? (mean ± standard deviation) 

F p 

 Necessary (n=3) Unnecessary (n=297) Let it be (n=81)   

7. Have you 
ever paid any 
attention to sex 
education for 
children? 

1.67±0.58 2.19±0.50 1.89±0.45 13.103 0 

 

Analysis of variance is to compare differences of means in quantitative variable Y 

with respect to categorical variable X. As seen from the table above, one-way ANOVA 

was used to compare the difference in the answers given to the above two questions 

among adults. The public attitudes towards the necessity of sex education for children 

and whether the adults have paid any attention to sex education for children were 

significantly correlated with each other (P<0.05). There seemed to be a consensus 

among the general public on the widespread absence of parents in sex education and 

the urgency of promoting sex education for children. Further analysis showed that the 

necessity of family sex education was significant at the 0.01 level (F=13.103, p=0.000). 

The mean score was compared between the groups, and the score for “Necessary” was 

higher than that for “Let it be” (see the figure below). 
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Figure 3 The public concern for sex education 

 

Most adult respondents surveyed believed that children should learn more about 

sex. Very few respondents said that they did not consider it necessary. The above 

findings indicate that the public shows a growing concern for sex education for 

children. 

 

Table 3. Results of t-test 

  4. Have you ever learned 

anything about sex? (mean ± 

standard deviation) t p 

Yes (n=348) No (n=33) 

5. Have your parents ever told you 

anything about sex? (please answer 

this question based on your personal 

identity) 2.35±0.50 2.06±0.24 5.817 0 

 

As shown from the table above, t-test (independent-samples t-test) was performed 

to determine whether children’s mastery of sex knowledge was significantly correlated 

to parents administering sex education to their children (P<0.05). We observed a 

significant correlation at the 0.01 level (t=5.817, p=0.000). It was also found that the 

average score of parents administering sex education to their children (2.35) was much 

higher than that of parents not administering sex education to their children (2.06). 

The assumption made for analyzing the differences in answers to two questions, 

“Do you know anything about sex?” and “Have your parents taught you anything about 

sex?” using the t-test (independent samples t-test) was that children know about sex 

primarily from their parents. A P-value below 0.05 indicated that the two were 

significantly different. Long absence of parents means that the parents cannot teach 

their children about sex, which reduces the possibility of their children learning 

anything about sex. In China, the reality is that the long-term absence of parents is a 

widespread problem in rural areas, leading to a lack of sex education among left-behind 

children. This in turn has an adverse impact on children’s psychological and physical 

health. Therefore, it is necessary to discuss how to promote sex education in left-behind 

children in rural areas. 
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Figure 4 Children's learn about sexuality from their parents  

 

4. Discussion 

We arrive at the following conclusions based on our survey: 

(1) Left-behind children in rural areas generally have limited sex knowledge. 

Without their parents by their sides, these children learn sex knowledge primarily from 

their peers or the Internet. We observe a lack of knowledge about sexual assault and 

how to prevent it among these children. They barely know anything about laws related 

to sexuality, which agrees with previous findings. 

(2) Few schools provide sex education through specific curriculum. Teachers are 

more positive about sex education than before and consider it necessary for schools to 

provide sex education classes and launch other activities to teach sex knowledge. 

(3) There is a serious lack of family sex education. Left-behind children do not 

live with their parents for an extended period of time, and they usually feel alienated 

from their parents. These children have little chance to learn about sexual health and 

care and how to protect themselves against sexual assault. Therefore, they are more 

vulnerable to physical and psychological hazards in relation to sex. The general public 

shows growing concern for sex education, which is a sign of social progress. 

5. Conclusion and Recommendation 

We have identified several problems existing in sex education among left-behind 

children in rural areas through our survey. Such as children’s lack of sex knowledge, 

school and family sex education is in the state of absence [5, 6].This is consistent with 

previous research , indicating that sex education for rural children 's has not made much 

progress. Scholars suggested that strengthen the sex education and the positive 
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publicity role of the media should be brought into play[9,10]. However, we found that 

most of teachers believed that sex education should be strengthened at school and hope 

to take various forms to carry out it .And the public 's attitude towards sex education is 

becoming more and more open and positive. This shows the development of society 

and the progress of thought. These changes will bring positive help to the development 

of sex education. 

Children grow up healthily only in a healthy environment [11]. Education is 

interrelated and interpenetrated. We should not only start from individual problems, but 

also find out the problems of each system from the perspective of ecosystem and the 

social structure in which they are located[12]. 

It is necessary to pay attention to the integration and mobilization of various social 

resources, form a linkage mechanism of mutual coordination[13].The coordinated 

promotion by schools, families and society is an inevitable choice and an important 

measure to improve the effect of sex education. We should step up our efforts to 

strengthen sex education among left-behind children in rural areas. which include the 

following aspects: 

a. The family should pay more attention to children’s physical and psychological 

health. In the first place, parents should have correct sex knowledge and a keen 

awareness of sexual health themselves. They should attach due importance to children’s 

physical and psychological health and provide sex education for their children. 

b. The schools should provide sex education classes. They should assign specific 

teaching staff for sex education and provide sex education classes to spread sex 

knowledge and cultivate awareness of sexual health. It is necessary for schools to 

enrich and diversify the teaching materials and teaching method as far as sex education 

is concerned. 

c. The government should accelerate the construction of policies and legal system 

regarding sexuality. Specifically, the government should release more policies and laws 

to fight sexual assault against left-behind children and supervise the implementation of 

relevant laws to improve the defense mechanism and safeguard the physical and 

psychological health of left-behind children. 

d. Concerted efforts should be made to establish a sex education model involving 

multiple parties. Schools, families, government, and communities should work together 

to build a multi-dimensional system that promotes sex education and elevate awareness 

of self-protection against sexual assault among left-behind children in rural areas. 
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Abstract. With the continuous development of emerging economic forms, the 

disadvantages of traditional statistical measures are becoming increasingly 

prominent. The performance measure of the emerging economic statistical index is 
also an urgent problem to be solved. This paper propose a performance evaluation 

frame for emerging economic statistic index which takes traditional index as the 

benchmark. The proposed method uses the spectral analysis method to analyse the 
periodogram of the time series, determine the appropriate parameters according to 

the filter, and filter the time series to obtain the trend and periodic terms of the 

sequence. Use the ANOVA method for trend items to analyse the consistency of 
trend items, and use the mutual spectral analysis method to analyse the consistency 

and leading lag of new indicators and benchmark indicators. By using the method 

of frequency domain analysis and mutual spectral analysis, the components of this 
frame include the preprocessing, analysis, comparison of innovative statistical index 

data, and obtain the performance evaluation results of innovation indicators, which 
provides a solution for the quantitative analysis of innovation index. This paper also 

give a specific example to present how this framework works to evaluate the 

performance of an emerging economic statistic index. 

Keywords. ANOVA, Statistical Index, Frequency Domain Analysis 

1. Introduction 

Nowadays, the world is undergoing a new round of scientific and technological 

revolution and industrial transformation. Innovation-driven, fostering and expansion of  
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new industries, new forms of business, and new models are the space and potential for 

economic development [1]. To quantitatively measure the economic operation status, it  

is necessary to systematically sort out the definition, characteristics and standards of 

various economic indicators under the new situation, and to explore and innovate the 

index system, evaluation system and statistical methods [2]. At present, quantitatively  

evaluating the performance of statistical indicators obtained by innovation becomes an 

urgent problem to be solved. 

Traditional analysis methods include ANOVA, coefficient of variation analysis 

method, econometric model, etc. The coefficient of variation is the ratio of standard 

deviation to mean of the raw data. The coefficient of variation analysis method can be 

used when the two sets of data discrete magnitude need to be compared, and the data 

measurements vary widely, or the data scale is different. This method is a common 

indicator to measure the degree of regional development imbalance [3]. For some certain 

economic fields, the coefficient of variation can also be used to comprehensively 

evaluate the index system [4].However, the coefficient of variation is sensitive to 

perturbation and lacks accuracy which may require the manual intervention processing. 

ANOVA was able to identify the magnitude of controllable influence on the findings 

by calculating the contribution magnitude of variants from different sources to the total 

variation. For example, Huang Xiu et al. studied the degree of difference between ASPI 

and CPI of Alibaba online purchase price index by ANOVA [5]; investigated the 

influencing factors of the domestic housing market and its relative importance. The 

variance estimate of the tax progressive index was applied to the assessment of the 

impact of several fiscal and tax policies on the fairness of the provincial income level 

since the reform of tax sharing in China [6]. 

By constructing the econometric model, the trend characteristics of the statistical 

index sequence and the intrinsic correlation characteristics of the indicators are studied. 

For example, in order to measure the size of innovation ability, by building 

comprehensive indicators, establishing spatial measurement models, researching factors 

affecting the innovation ability indicators [7,8].Measurement model analysis can depict 

the complex laws between economic indicators in economic systems, but this method 

requires strict assumptions, and the outliers in statistical data may affect the test results 

of multiple collinearity test, unit root test and hetero variance test [9]. Therefore, it is 

necessary to deal with statistical data and choose a robust parameter estimation method 

[10]. When dealing with data with rapid changes and large volume like financial data, 

the estimation results of traditional models will be lack of robustness [11]. 

The basic idea of frequency domain analysis is to view the time series as the 

superposition of unrelated periodic components. By studying and comparing the periodic 

changes of each component, to fully reveal the frequency domain structure of the time 

series and master its main fluctuation characteristics. Therefore, it has the advantage of 

the time domain method in studying the periodic fluctuations of time series [12]. 

2. Related Work 

Real Economic Cycle Theory (RBC) regards macroeconomic operations as some 

combination of long-term growth and short-term fluctuations, distinguishing long-term 

factors (trends) from short-term factors (fluctuations) when analyzing problems. In 

practice, RBC theorists have proposed that physics can be used to analyse economic 

problems [13], and some researchers have used frequency domain analysis to analyse 
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macroeconomic data [14].The sequence data obtained by the statistical index can be 

decomposed using the frequency domain analysis method into fluctuation components 

at different frequencies. According to the periodic characteristics presented by the 

different components, the statistical indicators can be decomposed into trend terms with 

lower fluctuation frequency, noise terms with higher fluctuation frequency, and periodic 

terms with fluctuation frequency showing general economic cycle characteristics. 

Spectral analysis method provides a means for multi-frequency mixed data analysis. 

According to the spectral representation theorem, stationary stochastic processes with 

any covariance can be expressed in the following form: 

      Y� =  μ + ∫ [α(ω) ∙ cos(ωt) +�	 δ(ω ∙ sin (ωt)] dω                  (1) 

Where μ  is the overall mean, ω  means for frequency, α(ω)  and  σ(ω)  response for 

random variables. The time sequence data generated using statistical metrics yields the 

sample spectrum of the data, and then the overall spectrum of spectral estimation. Thus, 

the frequency representation of the statistical index is obtained. 

A filter is a frequency selection component that enables a specific frequency 

component in the signal through, thus a function to filter a specific frequency. Frequency 

selection filters are commonly used in the economic field. The HP filters, the BK filters, 

and the CF filters are most widely used in this field.  The HP filter is a high-pass filter 

that can filter the high-frequency partial data in the signal; the BK filter and the CF filter 

are a band pass filter and can filter the data of the specified bandwidth. The periodogram 

uses the squared magnitude of the Fourier series of the input time series data as a measure 

of the power in the function. Periodogram are an important means of spectral analysis, 

which are defined as follows: 

I � 

�� = �

�
� �A
� + B
��, (n is odd) or (n is even and j ≠ �

�) 
n(A
)�, j = �

�
           (2) 

The frequency   /f j n�  corresponding to the periodic graph is proportional to the 

sum of square of the corresponding regression coefficients, so the peak of the periodic 

graph shows the degree of cosine-sine contribution at different frequencies to the overall 

index in the overall behaviour of the sequence. 

Mutual spectral analysis is also known as cross spectral analysis. After converting 

the time series to the frequency domain by spectral analysis, we break down each 

frequency component, compare the periodic changes of each component, and make full 

use of the spectral density function to get the main frequency component to study the 

frequency characteristics of the time series, such as the first, lag relationship and 

consistency of different time series. 

The coherent spectral formula is given by the following equation. ���(ω) is the 

cross-spectral density function of the time series x and y which are the normalized mean 

of the component amplitude product of two sequence frequencies ω. The cross-spectral 

density is used to measure the absolute correlation of the measured time series on the 

frequency ω. The value of c��(ω) close to the value of 1 indicates the stronger the 

consistency of the two time series over the frequency ω. 

    c��(ω) = ����(�)�
���(�)��(�)   ,    0 ≤ c��(ω)  ≤ 1  (3)
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The formula for the phase spectra is given by the following formula, which reflects 

the mean of the phase offset of the measured time series at frequency ω. If the value of 

the phase spectrum is positive, the time series {x }t  lags on the frequency ω to  { }ty ; if 

the phase spectrum is negative, then { }tx  leads to { }ty  on the frequency ω. 

                       φ��(ω) =  tan!" #$��(�)
%��(�)&                                           (4) 

3. Performance evaluation framework of statistical index based on mutual 
spectral analysis 

The performance evaluation method based on the frequency domain analysis 

decomposes the statistical index into: the trend term, the cycle term and the noise, and 

compares the trend term and the baseline statistical analysis index to obtain the 

performance evaluation of the statistical index. Trend term refers to the overall trend in  

time series data; cycle term refers to the regular content in  time series data; noise is the 

interference item introduced by uncontrollable factors in  time series data. 

3.1 Data filter selection 
Burns and Mitchell et al. have argued that actual periodic macroeconomic fluctuations 

usually occur in 6-32 quarters [15].Tang's study shows that the macroeconomic data of 

2-8 years can use Ravn and Uhlig-adjusted HP filter and CF filter [16].The specific HP 

filter or the CF filter adjusted with Ravn and Uhlig will need to be selected based on the 

frequency of the actual data and the sample data size. When the fluctuation wavelength 

is for 6-8 quarters and the data size is small, we select HP filters adjusted by Ravn and 

Uhlig. In other cases, we can chose the CF filter.  

3.2 Find out the cycle of the time series  
The periodogram of the statistical index timing data provides a means to find the 

frequency information of the data. By analyzing the periodogram, a frequency 

component with a high contribution to the overall index can be found. Researchers can 

take component components with high contribution as the main frequency component 

and select filter types based on the main frequency component. 

The intensity components corresponding to the periodic components obtained by the 

periodogram are the basis of the filter. If the main periodic component corresponding to 

the periodogram is high frequency, the HP filter adjusted by Ravn and Uhlig was filtered 

and the filtered intermediate and low frequency sequences were analyzed as trend terms. 

If the main component of the periodogram is medium frequency data, the CF filter is 

used for filtering. Take the obtained high frequency data as noise term, conduct 

perturbation analysis combined with the current situation; medium frequency data as 

cycle term and low frequency data as trend term. 

3.3 Trend terms analyzed by ANOVA 
In this paper, we analyse the trend-term polarity of the time series by using ANOVA 

methods. ANOVA is a statistical method for testing whether the populations have equal 

means under the same variance conditions. The variance test assumes that different 

populations satisfy the assumption of homogeneity of variance. Homogeneity of variance 

test is a method in mathematical statistics to check whether the overall variance of 
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different samples is identical. The rationale is to make some assumption about the 

characteristics of the population first, and then through statistical inference from 

sampling studies, making inference [11] about whether this hypothesis should be rejected 

or accepted. Bartlett's test is commonly used to test the homogeneity of variance of 

normal distribution populations. The population tested passes the homogeneity of 

variance test, accepting the assumption that the tested population comes from the same 

distribution. 

3.4 Cycle terms analyzed by mutual spectral analysis 
After the multiple time series is converted to the frequency domain by spectral analysis, 

the corresponding components of the following frequency can be decomposed. The main 

frequency component can be analyzed by using the spectral density function, and the 

coherence and leading lag relations are obtained using the coherence spectrum and phase 

spectrum. 

4. Case Study 

This paper verifies the effectiveness of this analysis using resident consumer price index 

(CPI) in China and Alibaba online price index (aSPI) to evaluate the performance of aSPI 

based on CPI. 

4.1 Data about aSPI and CPI 
CPI is an authoritative macroeconomic index reflecting the changes in general consumer 

commodity price and service price level purchased by households. The monthly release 

cycle, and it is legal statistics of China [5]. aSPI is an all-network online purchase price 

index formulated by Alibaba to reflect the price level of goods and services on the online 

shopping platform. It corresponds the smallest leaf category to the "basic classification" 

of the fixed basket price index. Accordingly, the price index is calculated based on the 

change of the monthly weighted transaction average price of the sub-category, and the 

transaction share of the above month is calculated to reflect the change in the overall 

online shopping expenditure price level of the whole network. It also contains 

information about general price changes at the commodity level and consumer 

consumption structure changes under the sub-category. 

In this paper, the CPI data [17] from January 2008-April 2016 and the corresponding 

time periods used the iSPI extended aSPI as the data source. With CPI as the benchmark 

test term, we test the ability of aSPI to reflect the price changes through the 

aforementioned statistical index performance evaluation method, and further measure 

the degree of CPI and aSPI in the price changes reflect time. 

4.2 Data preprocessing and stationarity test 
To facilitate the analysis of the data, the above data are scaled on the (0, 1) interval and 

unified data representation. Stationarity means that the statistical features contained in 

the time series data will not change with time. The premise of using the spectral analysis 

is that the time-series data meet the stationarity requirements. In this paper, the data were 

tested for stationarity using the augmented Kiddi-Fuller test (Augmented Dickey-Fuller 

Test). By testing, we can find that the CPI data during this time period meets the stability 

assumption; because aSPI only provides relevant data from February 2011 to April 2016, 

the data cannot pass the stability test, the iSPI data is used to expand the aSPI data. iSPI 
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This index, also the online shopping price index provided for Alibaba, is a subset of aSPI, 

and is also calculated using the Roche formula, with the same data source, only with 

different classification. The ADF test for the new data set after the extended aSPI data 

resulted that the extended aSPI data satisfies the stationarity assumption of the time series.

4.3 Main cycles analyzed
After profiling of the time series, the time series data can be represented as a combined 

representation of the corresponding periodic components. The observation of the data 

cycle diagram shows the contribution of the frequency domain components to the overall 

index.

Since CPI is the benchmark indicator, the periodic decomposition takes the 

frequency component affecting CPI as the benchmark component. According to the 

observation of the periodogram and the analysis of the periodic intensity corresponding 

to the frequency, excluding the drag tail effect showed the highest intensity at frequency 

0.167 and followed at 0.078 and 0.244.Because there are 83 months, the cycle of the 

strongest component is 14 months, 7 months, and 20 months. After actually calculating 

the periodic graph of aSPI, the first three strongest components obtained after removing 

the long tail effect are consistent with the results of the CPI periodic graph analysis.

Figure 1. Periodogram of the aSPI and CPIdata

Table 1. Frequencies and Amplitudes of CPI Data

Frequency 0.011 0.022 0.033 0.044 0.056 0.067 0.078 0.089

Amplitude 0.129 0.084 0.08 0.001 0.022 0.064 0.439 0.336

Frequency 0.1 0.111 0.122 0.133 0.144 0.156 0.167 0.178

Amplitude 0.019 0.05 0.043 0.012 0.001 0.027 0.77 0.03

Frequency 0.189 0.2 0.211 0.222 0.233 0.244 0.256 0.267

Amplitude 0.001 0.026 0.037 0.068 0.034 0.232 0.114 0.007

Frequency 0.278 0.289 0.3 0.311 0.322 0.333 0.344 0.356

Amplitude 0.081 0.047 0.042 0.033 0.006 0.111 0.08 0.033

Frequency 0.367 0.378 0.389 0.4 0.411 0.422 0.433 0.444

Amplitude 0.059 0.01 0.016 0.099 0.073 0.065 0.055 0.066

Frequency 0.456 0.467 0.478 0.489 0.5

Amplitude 0.099 0.1 0.029 0.017 0.025
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4.4 Periodic and trend terms selecting

Figure 2. Comparison of periodic terms and trend item between CPI and aSPI

Since the experimental data in this paper satisfy the stability hypothesis, the time series 

data of CPI and aSPI can be filtered by setting the band pass parameters of the BK filter. 

According to the results obtained in the above periodiogram, the lower limit of the 

minimum cycle is 7 months and the upper limit of the maximum cycle for the two time 

series data is 20 months. The two time series data were filtered to obtain the trend and 

cycle term data at the corresponding time points. Trend terms and periodic terms show a 

high degree of consistency in the trends.

4.5 Trend terms were analyzed using ANOVA
For the trend data extracted from the filters, the Bartlett test was used to test the 

homogeneity of variance of the CPI and aSPI trend term data. Since the null hypothesis 

of the Bartlett test is the same variance of the overall data tested and the P value of 0.8765, 

we can conclude that the overall variance of the CPI trend and aSPI term data is the same 

and the corresponding population comes from the same distribution.

4.6 Mutual spectral analysis
The consistency of the two timing data CPI data and the aSPI data analyzed at different 

frequencies is described using the coherence data obtained from the mutual spectral 

analysis. As shown, strong agreement was shown in 0.167, 0.078 and 0.244 in the main 

frequency components.

Using the phase spectrum analysis, it is concluded that the phase spectrum data in 

the main components are less than 0, indicating that the CPI data is ahead of the aSPI 

data in the main frequency component.The experimental results use frequency domain 

analysis-based methods to verify the strong agreement between aSPI and CPI, and also 

extend to analyze the speed of aSPI and CPI in reflecting the speed of price change. The 

results show that CPI can quickly reflect price changes, while the online shopping 

platform has a certain transmission delay. Therefore, in the experiment with CPI as the 
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benchmark test index, the statistical performance index of aSPI does not reach the 

performance of CPI.

The emerging analysis framework of statistical index based on spectral analysis still 

has the following drawbacks in this process:

1. The analysis process adds the calculation of the cycle, trend and cycle consistency 

and lag relationship, which needs more background knowledge and increase the 

complexity of the analysis.

2. The choice of filter directly determines the effect of analysis. But the definition 

of high frequency and intermediate frequency requires researchers to choose the filter 

according to experience and actual situation. The lack of unified specification limits the 

application scenarios.

5. Conclusion
This paper proposes a framework based on mutual spectral analysis to evaluate the 

performance of emerging statistic index compared with the original benchmark 

indicators. By using this framework, we analyse the index performance of aSPI with CPI 

data as the benchmark data. With the update of statistical methods, the deepening of new 

statistical indicators and comprehensive index system, this framework give a system 

methods to overcome the defects such as insufficient accuracy and strict assumptions, 

which provides performance evaluation methods for the emerging statistical indicators 

proposed under the constantly emerging new technical methods.
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Attitudes Towards Framed Communication 

of Political Parties in North Macedonia 

During Second Wave COVID 19 Through 

the Lenses of Supporters 
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Abstract. The appearance of COVID19 triggered governments to start managing 
the crises through communicating centers to influence the perception of public. One 
part of crisis management was through political communication.  The aim of this 
paper is to explore whether there are differences among opposing party members in 
perception of political communication in times of crises. Media headlines from both 
parties were evaluated about degree to agreeableness with each statement by the 
members. The sample consisted of members of two largest political parties from the 
Macedonian bloc VMRO-DPMNE and SDSM (50 members from each party). The 
analysis was done through t-test comparison of attitudes towards message between 
party members. The results show that each party member supports their own party 
framed communication. Main conclusion is that there is a difference in perception 
of political communication related to COVID-19 which is in favor of own political 
affiliation. The findings provide a solid base for crisis management through political 
communication in uncertain situations. 

Keywords. Framed communication; political communication; Covid-19; party 
membership; supporters 

1. Introduction 

Beliefs about Covid-19 are regarded complex as there have been different public 

reactions to understanding the virus. One part accepted the announcements from the 

WHO and the authorities, while another part showed disbelief in the existence of the 

virus, implying problem awareness. Political parties, especially those in power, needed 

to set up references. The purpose was to ease the interpretation presented to the public 

[1]. The existence of COVID-19 enabled political parties to play with public sentiment 

even more easily because the public did not not know how to choose relevant 

benchmarks in this new situation. Previous research has found that political leaders can 

influence how seriously people take a problem and this is a case for party members or 

supporters [2], [3]. Scholars already verified that the public instinctively uses heuristics 

to reduce the burden of decision-making [4], especially on issues like COVID-19, where  
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there is an apparent disconnect between scientific understanding and mass competence 

[5]. However, those signals are often unreliable and prone to cognitive bias. When voters 

act on signals given by their preferred political party and selective exposure to preferred 

media or preferred sources [6], they may do so automatically. 

"The pictures in our heads", to borrow Walter Lippmann's famous phrase [7] are 

shaped less by factual knowledge and more by various other factors that are not easily 

controlled, such as personal experience and chosen cues from the real world. People's 

perception of risk (in this case of COVID-19) is not only determined by the scientific 

information they receive or their physical experiences. Vai et al. [8] points to the media 

that shape public risk perception as a critical factor influencing risk perception. They 

also highlight the different types of media factors that influence public risk perception, 

such as the type of media, the amount and tone of coverage, and the credibility of the 

source. More specific to this research are political identities that also take part in 

cognitive factors towards risk perception [1]. As political identities shape components of 

cognition, political psychology offers irrefutable evidence that partisan identities alter 

political thinking and reasoning [9] on political cognition [10] and social themes [11]. 

Therefore, the aim of this research is to explore whether there are differences among 

opposing party members in perception of political communication in times of COVID-

19 crises.   

2. Influence of political affiliation 

Opposing views of political polarization maintain influence on political behavior within 

developed countries and developing democracies [12]. In Republic of N. Macedonia, 

political membership is large and highly polarized [13] and tends to imply an impressive 

influence on the range of political behavior. According to some data, Jovanovska and 

Božinovska claim that 13 percent of citizens in Macedonia are members of one of the 

three largest parties: VMRO-DPMNE, SDSM or DUI.  

Party membership represents a form of group identity that shapes the behavior of 

the individual towards the group and outside it. The polarization in relation to the 

opponents increases through the introduction of strong rhetoric and is supported by 

media [14]. Thus, a polarized political climate is characterized by “a high level of 

ideological distance between parties and a high level of homogeneity within parties” [15]. 

Certain authors [16] point to the fact that political parties in Macedonia constantly use 

polarized discourse as a populist strategy that builds the basis of division more 

thoroughly. The theory of political polarization proves that as the opposition of political 

parties increases over a certain issue, their respective ideological identification 

designations will become more distinct and thus more easily recognized by their 

members [17]. Attitudes of parties constantly seek to occupy the importance of a certain 

issue or problem [18], and this creates additional impact on polarized public opinion. 

However, if there is unification of party attitudes, as the Canadian example [19] (usage 

of unifying discourse and overcome party short term interests), then political differences 

are reduced and there is some cooperation. The specific public that recognizes the source 

of the message will be willing to interpret the message with party perspective [20]. As 

some authors [21] note, party cues may not indicate the character of politics, but they do 

indicate party groups that are important. Through such behavior the parties tend to 

encourage the public to judge the ultimate impressions through an ideological prism of 

politics [21]. The findings relate to a study that found [22] influence of emotions in 
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organizational context. Also, it was [23] found that exposure to candidate rumors is 

positively related to belief in said rumors for members of both parties, but the relationship 

is significantly stronger when the rumors are attitudinally congruent. Thus [24] it is 

demonstrated that rumors are more effectively corrected by subjects who argue against 

their political interests than by sources who might be expected to oppose the content. 

Research shows [25] that subjects tended to distrust scientific evidence when presented 

as subject to party disputes. A review of research on this topic finds that party signals in 

media coverage about politics contribute to polarization that increases the visibility of 

party views. Politically biased media have been extensively studied. In one [15] 

experiment, which was conducted by manipulating the types of arguments (weak and 

strong arguments), as well as information about the level of opposition between two 

opposing political parties, the results showed a trend toward following stronger 

arguments, but also the consistency of the argument, regardless of its strength if it shows 

the party. The abovementioned provide a basis for the problem of interest of this study. 

The main hypothesis is that there is a difference in perception of political communication 

related to COVID-19 which is in favor of own political affiliation.  

3. Methodology 

The research uses a convenient sample composed of 50 members of the opposition party 

VMRO-DPMNE and 50 members of the ruling party SDSM who are older than 18 years. 

The data was collected through a questionnaire placed on Google Forms. The study was 

conducted in the period of March 20, 2021, to June 5, 2021. The total number of 

respondents was 100 (50% males and 50 % females from both subsamples of members). 

All variables, except demographics, were measured using a self-evaluation scale 

corresponding to a Likert scale. The questions are evaluation of political statements 

given by members of parties in the media. The questionnaire consisted of an 

evaluation of each statement (media headline) on a 1 to 5 scale where 1 = strongly 

disagree and 5 = strongly agree. This approach was used to measure the attitudes 

towards politicians from both political parties. The participants of both parties were 

shown media titles from their own and opposing party. This included a total of 18 

media titles, i.e. 9 of SDSM and 9 of VMRO-DPMNE. To test the proposed 

hypothesis, a T-test for independent groups was used e.g., the analysis consisted of 

comparison of attitudes between members of opposing parties for own media 

headlines and for media headlines of opposing party.    

4. Results  

The data from the analyzed survey questionnaire shows significant results for each 

of the variables according to the hypothesis. For this purpose, two tables for each of 

the messages are presented with comparison of attitudes of members of both parties. 
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Table 1. Comparison of attitudes between members of SDSM party and members of VMRO-DPMNE party 
towards quotes with framed messages by VMRO-DPMNE 

Aspects Average of 

SDSM 

members 

SD Average of 

VMRO-DPMNE 

members 

SD P value 

1. VMRO-DPMNE: Zaev and Filipche let 

the situation with the pandemic out of control a 

long time ago (24 TV, 05.10.2020) 

1.44 

 

0.20 

 

3.84 0.20 

 

p<0.05 

2. VMRO-DPMNE: Citizens suffer from 

the government's inability to deal with Covid-

19 (Plusinfo, 18.10.2020) 

1.42 0.19 

 

3.64 0.14 

 

p<0.05 

3. VMRO-DPMNE: Every fourth person 

tested is infected, the government is doing 

nothing to prevent an even bigger disaster 

(Plusinfo, 20.10.2020) 

1.53 0.19 3.72 0.17 

 

p<0.05 

4. VMRO DPMNE: The government 

should overcome vanity and elect a new 

Commission for Infectious Diseases (Plusinfo, 

23.10.2020) 

1.8 0.19 

 

3.7 0.17 

 

p<0.05 

5. VMRO-DPMNE demands the 

resignation of Minister Filipce (Focus, 

27.10.2020) 

1.41 0.22 2.51 0.16 

 

p<0.05 

6. VMRO-DPMNE: The government of 

SDSM and Zaev is not capable of managing the 

economic and health crisis (Channel 5, 

15.11.2020) 

1.69 0.18 3.23 0.18 p<0.05 

7. VMRO-DPMNE: Filipce is the biggest 

problem for the corona crisis in the country, 

resignation immediately (Sitel, 20.11. 2020) 

1.38 0.22 

 

3 0.14 

 

p<0.05 

8. VMRO-DPMNE ACCUSES: The 

measures are a lie and PR (Sitel, 15.12.2020) 

1.65 0.21 

 

2.3 0.19 

 

p<0.05 

9. VMRO-DPMNE: The peak of the 

corona virus does not pass as well as the 

incompetence that means death for the people 

(A1 ON, 04.12.2020) 

1.81 0.27 

 

3.38 0.20 

 

p<0.05 

 

The messages sent by the political party VMRO-DPMNE, shown in table 1, 

offer evidence (p<0.05) in all 9 cases that members of the opposite party or SDSM do 

not agree with their contents (message) and are supported by own members (VMRO-

DPMNE). 

 

Table 2. Comparison of attitudes between members of SDSM party and members of VMRO-DPMNE party 
towards quotes with framed messages by SDSM  

Aspects Average of 

SDSM 

members 

SD Average of 

VMRO-DPMNE 

members 

SD P value 

1. Filipche accused VMRO-DPMNE of 

blocking: The virus does not wait, the measures 

must be adopted urgently! (Focus, 21.10.2020) 

3.79 0.23 

 

2.00 0.15 

 

p<0.05 

2. SDSM: If VMRO-DPMNE had not 

requested a postponement, the measures would 

have been passed in the Parliament (Nova TV, 

22.10.2020) 

3.87 0.23 

 

1.76 0.16 

 

p<0.05 
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3. SDSM: Since the beginning of the 

pandemic, VMRO-DPMNE has been holding 

back all efforts to deal with the crisis (Focus, 

31.10.2020) 

2 0.18 

 

1.5 0.21 

 

p<0.05 

4. SDSM: Mickoski remains on the side 

of the coronavirus and acts dangerously for the 

health of citizens (Nova TV, 09.11.2020) 

3.62 0.18 

 

1.4 0.21 

 

p<0.05 

5. SDSM: VMRO-DPMNE blocked 

funds for 16 covid-centers, reducing the victims 

of coronavirus to numbers (MIA, 16.11.2020) 

4.4 0.17 

 

1.83 0.22 

 

p<0.05 

6. SDSM: The hypocritical VMRO-

DPMNE and Mickoski feign concern (Channel 

5, 16.11.2020) 

3.83 0.19 

 

1.7 0.20 

 
p<0.05 

7. SDSM: VMRO-DPMNE is abusing the 

misfortune of citizens infected with the 

coronavirus (MIA 17.11.2020) 

3.7 0.17 

 

1.5 0.17 

 

p<0.05 

8. SDSM: Mickoski secretly rejoices at 

the number of deceased (Sitel, 19.11.2020) 

3.25 0.18 

 

1.34 0.22 

 

p<0.05 

9. SDSM: VMRO-DPMNE feigns 

concern and violates measures to protect against 

Covid (24 TV, 17.12.2020) 

3.73 0.20 

 

1.9 0.20 

 

p<0.05 

 

The messages sent by the political party SDSM, shown in table 2, represent a 

difference (p<0.05) in all 9 cases for motivated party reasoning, where members of the 

same party SDSM support the statements. Members from the opposition party VMRO-

DPMNE disagree with the messages.  

5. Discussion  

The overall result is that each party member supports their own party framed 

communication e.g., when it comes to the media quotes whose message framing 

originates from the opposing party, there is a difference in supporter’s attitudes. Each 

party member supports the framed communication of the party they favor, while at the 

same time highly oppose and disagree with framed communication of the opposing party.  

Mostly, the accumulated data using the framed messages in both groups indicates that 

the views of the political members are in line with the intention of the message to provoke 

opposition [26]. The conclusion is that there is a difference in perception of political 

communication related to COVID-19 which is in favor of own political affiliation.  

Accordingly, the research confirmed the polarized attitudes among members of 

political parties in a communication environment where fragmented political information 

encourages and maintains polarization [26]. The research supported the thesis about the 

existence of differences in attitudes toward framed communication of politicians who 

are in the position between members of the party in power and members of the party in 

opposition. Therefore, political parties should take greater steps regarding the strategic 

management of political information. The results from this study are in line with research 

that shows how information obtained from different sources significantly influences the 

formation of public attitudes and beliefs [27]. The study contributes to the effect of 

polarization e.g., the tendency of the opposition not to support the policy that is proposed 

by those in position, and vice versa [18], as was the case in this study. The 

abovementioned finding is interpreted through the prism of politicization of existing 

opinion where political members accept and support the position that originates from the 
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elites of their preferred political party. As such, information obtained from political 

sources not only provides information about the surrounding world, but also enables the 

interpretation of that information [28]. According to some authors [29], political 

members are motivated to protect their identity and choose its continuity, thus becoming 

more motivated to view the competing party in a more negative light.  

6. Conclusions  

The conclusions that stem out from the research are that there is a highly polarized 

climate which is characterized by usage of polarized discourse as a populist strategy. 

Again, the theory of political polarization proves that as the opposition of political parties 

increases over a certain issue, their own affiliations play a role when it comes to attitudes. 

source. The results are due to the political identities of these specific groups and their 

affiliation which is fed by polarized climate.  

The findings are significant for political communication and communication in 

crisis by the state. The conclusions point out that members of political parties need to 

take polarization into account when framing the messages in times of crises. This can be 

achieved through using cognitive arguments that sound reasonable to members of both 

parties. Also, by using ideological cues and frames, political parties can fundamentally 

change the way that the same public perceives various issues. On the other hand, both 

parties need to use a unifying discourse and overcome party short term interests in front 

of public interests. Regarding limitations, the study uses convenience sampling and due 

to this selection method, the results should be taken with some caution. A change in the 

reasoning and motivation of such behaviors may occur due to different reasons and 

therefore further research into potential variations is necessary. However, the obtained 

data provides nuances of knowledge about effects of political communication and its 

impact on opinion formation in risky environments. 
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Abstract. This udy applied support vector machine algorithm and adaptive-boost 

algorithm to analyze the best division hyperplane of enterprise resource planning 

experimental teaching. We used two groups of experimental data to apply support 

vector machine and adaptive-boost algorithm. To complete data preprocessing and 
assign different weights of each index we applied adaptive-boost algorithm. Then 

we used the SVM to calculate and classify the expected samples. After two sets of 

experiments, the results show that the expected samples classified by support vector 
machine and adaptive-boost algorithm have a better fit with the actual experimental 

situation. It means that the algorithm improves the ability of digital intelligent 

prediction and feedback in experimental teaching. It supplies a reference for the 
experimental teaching of the immersive economy and management major in the 

future.  

Keywords. SVM algorithm; Adaboost algorithm; digital intelligent; experimental 

teaching 

1. Introduction 

In modern society, emerging information technologies such as 5G, digitalization and 

intelligence are developing at a rapid pace. We should maintain new momentum and new 

advantages in the digital technological revolution and industrial transformation [1]. We 

should strengthen the development of science and technology in human resources and 

personnel training, and implement digitalization and intelligence in these two aspects [2]. 

The trend of digital intelligence represents the trend of digital intelligence in teaching 

mode. The use of digital intelligent information technology makes the teaching flow with 

the tide, the teaching level is higher and the teaching method is more efficient [3]. 

Building an immersive digital intelligence laboratory can enhance the educational 

application of digital intelligence [4]. This is great significance to the major of economic 

management under the background of new liberal arts [5]. This study will be based on 

SVM-Adaboost algorithm. The aim of this study was to experimentally determine the 

digital intelligent function of the algorithm model in ERP experimental teaching.  
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2. Background of SVM combined with other algorithm models 

Souza, F et al employed SVM to predict risks in general surgery, and showed in the 

process of optimization and experiment that SVM model can accurately predict different 

types of risks, as well as the causes and measurement methods of risks [6]. Vazquez, J et 

al utilized SVM supervised machine learning classifiers to estimate de-identification and 

efficient classification of clinical trials [7]. Zhang A et al studied the short-term load of 

the micro-grid based on the DA-SVM algorithm model, and achieved accurate prediction 

through SVM, which improved the operation economy of the entire micro-grid [8]. 

Zhong L et al used the GPS/INS combined navigation soft fault detection method based 

on LS-SVM and AIME to classify the soft fault problems in navigation process and the 

causes. The efficiency of soft fault detection is strengthened by SVM learning. It is 

proved that it has good ability in intelligent prediction and processing of performance 

evaluation data. Some scholars have studied the experimental comparison of two models 

based on SVM algorithm and BP neural network algorithm. The results show that the 

SVM algorithm model is superior and efficient in the case of small samples and big data 

gray scale. The background of this research is the feedback of teaching effect of 

numerical intelligence experiment. The overall sample size was small. Therefore, 

support vector machine algorithm model is the first choice in this study [9]. Combining 

support vector machine algorithm with other algorithms can make up the deficiency of 

support vector machine and improve the actual efficiency of research. In this study, we 

combine SVM algorithm with Adaboost (Adaptive Enhancement) algorithm. Combined 

with other algorithms, the algorithm model can deal with many kinds of small samples 

and complex content well. In this study, considering the actual situation of the research 

object, we will use SVM-Adaboost algorithm to solve problem and do research.  

3. SVM-Adaboost algorithm 

3. 1 Adaboost algorithm 

Adaboost is an iterative machine learning algorithm It can be used as a basic classifier 

in combination with other algorithms. What’s more, obtain different classifiers after 

training a sample data set. Generally, it constructs a linear combination of weak 

classifiers, and then assembles them to form a stronger classifier. After that, the weight 

of sample distribution in the sample data set is analyzed to form a strong classifier with 

better model performance. Through the iterative analysis of the "discourse power" 

among different samples, the higher the discourse power is, the higher the weight will be 

assigned in the next iteration. Basic weak classifiers with higher accuracy can obtain 

greater weight in the end. A strong classifier formed by its combination will have a better 

effect. The basic idea of the algorithm is as follows.  

1. Initialize the weights of the sample data set: �� = �
�

, the total number of samples 

is denoted by �, the weight of the first iteration sample is expressed as ��.  
2. After the number � = 1,2 ⋯ � of iterations, use the sample data set with 

the existing weight ρ
. After obtaining a certain number � of iterations, the basic weak 

classifier in the first iteration is obtained  ��.  

3. Calculate the classification error of  g
. Get the classification accuracy  
� .  
4. Based on the calculated classification accuracy and the basic weak classifier, 

the weight coefficient expression is the formula.  
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                                               �� = �
�

��� ����
��

                                                    (1)

5. The weights are updated again according to the classification results. The 

expression of linear combination of basic weak classifiers is the formula. 

                             � � = ∑ �� ∙ �� ��
���                                          (2)

6. The resulting strong classifier combination expression is the formula. 

                               � � = 
����∑ �� ∙ �� ��
��� �                                  (3)

Firstly, the Adaboost algorithm is used to preprocess our experimental data, that is, 

the weight of the whole data is pre-allocated. At the same time, the error rate of each 

weak classifier is calculated, and finally the weak classifier with small error rate is 

combined into a strong classifier. This strong classifier is then combined with SVM 

algorithm to complete the whole binary classifier.

3. 2 SVM algorithm

SVM algorithm is widely used in data regression and classification. As a binary model, 

its basic idea is to map the feature vector of an instance into a vector of points in the 

space. Then draw a line to distinguish the two types of points "as best as possible” and

keep a kind of feature space after distinguishing them. So that the new points that appear 

later can also be distinguished by this line and classified in the appropriate and exact 

feature space. In general, we can call this line a partition hyperplane, and theoretically 

there can be an infinite number of partition hyperplanes in a sample space. We want to 

find the partition hyperplane that is "as good as possible". As shown below, it is obvious 

that the thicker line in the middle is the optimal partition hyperplane we are looking for. 

Figure.1 Classification of two types of samples by multiple partition hyperplanes

The equation of such a hyperplane can be expressed by the following formula:

                                     !"# + $ = 0                                                    (4)

If there are only two types of samples in the sample space, then there is always a 

minimum Euclidean distance between the sample points on both sides and the same 

hyperplane of the two samples. This distance is the two sample points closest to the same 

hyperplane. The minimum Euclidean distance can be drawn in different ways and the 

hyperplane is just trying to draw it as far away as possible. Greater spacing between 

sample points means fewer errors and better robustness. Therefore, in the figure above, 

we choose the thicker partition hyperplane in the middle as the optimal partition 

hyperplane.

%�

%�
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So, the key of using SVM algorithm to solve the problem is to find the optimal 

partition hyperplane. The two sample data sets are set as #& '& � �. We 

use !"# + $ = 0 to express partition hyperplane. The constant $ can be understood as 

the intercept in the equation of the line. ! is the adjustable weight vector. They are plane 

function weights. The ℎ in the formula (4) is the transpose of the vector. In this case, the 

constraint conditions to be satisfied by the hyperplane are the formula.  

                                      '&[(! ∙ #&) + $] ≥ 1                                                (5) 
In order to maximize the accuracy of sample classification, we need to ensure that 

the selected partitioned hyperplane has the best generalization ability. That is, we want 

to compute a boundary with the greatest distance in all hyperplanes. Since the hyperplane 

corresponds to the margin, it is necessary to find the maximum margin to find the best 

generalization ability of the hyperplane. 

Determining T u to maximize the margin then we have the following formula.  

                            .'� /34
5 6 = 7#���'(!" + $)� ∙ �

‖5‖
9                                 (6) 

For the convenience of calculation, equivalently express the formula (6) as follows.  

       #�� �
�

‖!‖²                                                                  (7) 
The norm of dividing hyperplanes is expressed by ‖!‖  

Then we use Lagrange multiplier method to solve formula (7), and the optimized 

expression is shown as follows.  

                      :�! $ ;� = �
�

‖!‖ − ∑ ;&�'&�(! ∙ #) + $� − 1�<
&��                    (8) 

The : represents the transformation operator ; is a weight used in the constructor. 

We take the partial derivative with respect to ! $. Get a function of  ;, and turn that 

function into an equivalent formula. 

#.�(;) = > ;&

<

?��

−
1
2 > > ;& ∙ ;? ∙ '& ∙ '?�#&

" ∙ '?�
<

?��

<

&��

 

                                            ∑ ;&'&
<
?�� =0                                                                           (9) 

The optimal parameter calculation formula are as follows.  

                               !@��A = ∑ ;&'&#&
<
?��                                                                (10) 

                                        $@��A = '& − ∑ '?;?�#? ∙ #&�<
?��                                             (11) 

The optimal classification function can be obtained according to the derivation. Now 

we can calculate this optimal classification formula through the previous calculation 

process and code package, and then realize the prediction of data through this formula. 

                                     
B(4)��C<[(5D�EF∙/)G6D�EF]

��C<HI∑ JKLK�/K∙/M�NG6D�EFO /∈QR                                  (12) 

Now the problem seems to have been solved "as far as possible". However, to find 

such an optimal hyperplane and completely divide the two types of samples requires a 

prerequisite that the sample data itself is completely classifiable, with no indivisible parts. 

But that's obviously not possible. So, we also need to consider the case of soft margin. 
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Figure 2. soft margin Diagram

Obviously, there are some samples that don't satisfy the hyperplane constraint. At 

this point we add a relaxation variable to give the loss of the classification error, in terms 

of S. It can be expressed by a common loss function, such as MSE, Sigmoid, etc. 

However, based on the applicability of SVM algorithm, we used another Loss function, 

Hinge Loss to stand for τV. Then the original constraint will change as follows. 

                             '(!"#& + $) ≥ 1 − S& � = 1,2 ⋯ �                             (13)

The S& expresses the deviation margin allowed for �A" sample point. We need to 

minimize
�
�

‖!‖² to minimize the classification error. So, its formula is as follows.

                                              #�� = �
�

‖!‖ + W ∑ S&
<
&��                                               (14)

And we add the penalty coefficient P. The more correct the classification model is, 

the greater the penalty coefficient will be. Now we have a new Lagrange formula. 

:�! $ S&� = �
�

‖!‖� + W ∑ S&
<
&�� − ∑ ;& Y'& Z! ∙ #& + $\ − 1 + S&^<

&�� −
∑ S&

<
&��                                                                                                                                (15)

Now we can add relaxation variables and SVM can solve the problem of data 

confusion or sample bias. We can vary the penalty coefficient to get different results. 

The specific value can also be adjusted according to the actual problem to be solved by 

the research object. This is the linearly separable case we described above.

Figure 3 Search for optimal hyperplane by entering high latitude model.

For example, when two types of samples meet this situation, it is linear indivisible.

It is impossible to select a good line for effective division under the plane display. It 

means that the plane needs to be expanded and dimensional zed. Therefore, we can find 

the optimal hyperplane in the high-dimensional model for classification, so that the 

linear indivisible problem will be transformed into a linear separable problem. In SVM, 

%�

%�
!"# + $ = 0

!"# + $

!"# + $ = 1

%�

%� _�.`

ℎ��ℎ
�.`�`$a��
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we can use the kernel function to map the map on the plane to the higher dimensional 

space to get a linear solution. There are many common kernel functions: linear kernel, 

polynomial kernel, Gaussian kernel and so on. Here we use the Gaussian kernel as our 

kernel function. Its formula is as follows. 

                               b��& �?� = ��c d−
e4M�4Ke

�f
h                                           (16) 

The  represents broadband. Based on the expression for the kernel, we have the 

expression for the target formula.  

             #.� = ∑ ;&
<
?�� − �

�
∑ ∑ ;& ∙ ;? ∙ '& ∙ '?b��& �?�<

?��
<
&��                  (17) 

And 0 ≤ ;& ≤ W ∑ ;&
<
?�� '& = 0.  

The final optimal classification function expression is as follows.  

                _ � = 
��I∑ ;&'&
<
?�� b��& �?� + $N                               (18) 

4. The specific application of the algorithm and experiment teaching 

We took advantage of Python programming software for experimental analysis, obtained 

sklearn. Adaboost Classifier from sklearn library, and downloaded SVM algorithm 

module from the library. Finally, the data generated by the experiment are trained after 

preliminary processing. The algorithm steps of this study are as follows.  

Step 1: Put two types of sample data sets into the Adaboost algorithm for iterative 

classification of sample weights. Combine the strong classifier by Adaboost with SVM 

algorithm Use the combined algorithm to process data. 

Step 2: Enter the sample j= (#& , '&) �=1, 2, �. Execute the SVM-Adaboost 

algorithm.  

Step 3: To find the hyperplane that can best divide the two types of data samples. It 

is satisfied to  '(!"#& + $) − 1 ≥ 0. Calculate the target function  #�� �
�

‖!‖². 

Step 3: Determine whether the sample data can be classified well under general 

constraints. If not, add relaxation variable S& to soften the maximum margin between the 

maximum support vectors. It can allow less classification errors to occur.  

Step 4: Determine whether the classification of the sample data set is linearly 

separable or linearly indivisible. We use different Lagrange functions and optimal 

classification functions to solve different situations.  

Step 5: Solve the optimal parameters of the objective function !@��A = ∑ ;&'&#&
<
?��  

and $@��A = '& − ∑ '?;?�#? ∙ #&�<
?��  to obtain the optimal classification model. Get 

corresponding optimal hyperplane expression  _(�) = 
��[(!@��A ∙ #) + $@��A].  
Step 6: Plug in the new sample data set  jG. Use the optimal hyperplane expression 

to solve. Get the result and judge the classification.  

On the basis of the algorithm steps, we carry out experiments, we found 36 students 

and divided them into a group of 18 students for two groups to participate the digital 

intelligent ERP experiment teaching.  
 

The results show that the feasibility of the SVM-Adaboost algorithm model is 

verified through the comparative analysis of the two groups of experiments. After 

calculating the experimental data of the first group of experiments by the algorithm, it is 

proved that the data prediction can be made according to the formula obtained by the 
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algorithm. The prediction and results of the second group of experiments show that the 

SVM-Adaboost algorithm model successfully predicts the correct experimental teaching 

method with numerical intelligence. Teachers used the algorithm to calculate the results 

of the predicted samples, adjust the teaching method, content and details in real time, and 

process and feedback the actual data of experimental teaching more accurately and 

intelligently. The algorithm model can improve the overall teaching level. 

5. Conclusion 

Digital Intelligent ERP experimental teaching is a new teaching mode. It is currently in 

first operation, and there are still many areas need to be improved. In this study, we 

combine SVM algorithm with Adaboost algorithm to better strengthen the experimental 

teaching effect of immersive economic and management courses. At the same time, it 

intelligently predicts more suitable teaching methods for future newly added course 

content. Our studies used relatively small sample size, and the research process is 

relatively uncomplicated. However, it is still a method that provides reference 

significance for future immersive experimental teaching of digital intelligent processing 

and management.  

The experimental index in this study is to verify the effect of ERP application of 

digital intelligent SVM-Adaboost algorithm. In fact, a large number of SVM-Adaboost 

algorithm is used to strengthen teaching prediction. In order to truly improve the 

accuracy of prediction, a certain amount of other indexes need to be increased. Only with 

more sufficient indexes and sample data can higher quality SVM-Adaboost training 

model be obtained better, and eventually improve the prediction and feedback accuracy.  
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Abstract. Using the quasi-natural event of the promotion of China's intelligent 
manufacturing demonstration project, this paper takes China's A-share listed 
manufacturing enterprises from 2011 to 2021 as the research sample, takes R&D 
efficiency as the explained variable, and dummy variable during the experimental 
period as the explanatory variable. With enterprise age, fixed capital density, cash 
flow, enterprise growth, asset-liability ratio, return on equity and enterprise size as 
control variables, propensity score matching and difference-in-differences model 
(PSM+DID) were used to empirically test the influence of intelligent manufacturing 
on R&D efficiency of manufacturing enterprises. The research results show that 
intelligent manufacturing can effectively improve the R&D efficiency of enterprises 
in pilot demonstration projects, forming a demonstration and promotion effect, and 
these benchmarking enterprises promote the high-quality development of China's 
manufacturing industry. The empirical results enrich the research content of 
intelligent manufacturing, provide micro-evidence for China's policy formulation 
and effect evaluation, and also put forward countermeasures and suggestions for 
improving the R&D efficiency of manufacturing enterprises, so as to promote the 
process of "intelligent manufacturing" in China. 

Keywords. Intelligent Manufacturing, Manufacturing Enterprises, R&D Efficiency 

1.Introduction 

The manufacturing industry is the main body of the national economy, the foundation of 

building the country, the tool of rejuvenating the country and the foundation of 

strengthening the country. With the accelerated development of modern information 
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technologies such as artificial intelligence and big data, China's "big but not strong" 

manufacturing industry urgently needs to transform and upgrade to "intelligent 

manufacturing". In 2015, the Chinese government issued "Made in China 2025", 

proposing to accelerate the intelligent transformation of production equipment in the 

manufacturing industry. In 2021, eight departments including the Ministry of Industry 

and Information Technology and the National Development and Reform Commission, 

issued the "14th Five-Year Plan for Intelligent Manufacturing Development" (hereinafter 

referred to as "Intelligent Manufacturing Development Plan"), putting forward the "two-

step" strategy for China's intelligent manufacturing. This series of important deployment 

files indicates that intelligent manufacturing will lead a new round of manufacturing 

revolution. China's manufacturing industry will focus on intelligent manufacturing, with 

an expectation to improve product quality and seize the commanding heights of future 

economic and technological development by superimposing intelligent upgrading of the 

manufacturing industry, so as to become a "big and strong" Chinese manufacturing 

industry. 

At the 20th National Congress of the Communist Party of China, it was pointed out 

that China has become an innovative country by implementing the new development 

philosophy and promoting high-quality development. By 2021, China's R&D investment 

intensity ranked second in the world, second only to the US. With sustained policy 

support, China has cultivated a number of outstanding enterprises with core 

competitiveness. However, research and development investment is an investment 

project with high risk, high failure rate and difficulty in generating the ROI in the short 

term (Xie Weimin, 2017)[1]. There are not many companies that are truly committed to 

research and development and are not afraid to fail. Therefore, R&D efficiency not only 

needs to be guaranteed and improved by internal control (Wang Yunchen et al., 2015), 

fund management (Hu Yuanmu, 2012), personnel systems (Liang Laixin and Ma Rufei, 

2009) and other management systems, but also needs a series of government policies to 

truly encourage enterprises to invest in R&D (Akethof, 2009; Lu Guoqing et al., 2014; 

He Qing et al., 2022)[2][3][4][5][6][7]
. Scholars have found that different types of financial 

science and technology subsidies (Ma Jiannan et al., 2018) and government R&D 

subsidies (Lai Fenghui et al., 2021) have produced positive effects on R&D input [8][9]. 

Intelligent manufacturing has become an emerging production mode in the 

manufacturing industry. Through the 14th Five-Year Plan for Intelligent Manufacturing 

Development, the Chinese government selects a number of pilot demonstration projects 

of intelligent manufacturing in the first stage, and reduces the product development cycle 

before and after implementation, reduces operating and production costs, builds 

intelligent benchmarking enterprises, summarizes and forms effective experience and 

models, and forms demonstration and promotion effects. Based on the quasi-natural 

event of the implementation of intelligent manufacturing, scholars have conducted 

empirical tests on the aspects of enterprise performance (Ying Limeng et al., 2020; Chen 

Jinliang et al., 2021), cost stickiness (Quan Xiaofeng, 2022) and average wage of 

manufacturing industry (Yang Xiaofeng, 2018) conducted empirical tests and found that 

the promotion of intelligent manufacturing is conducive to improving enterprise 

performance and average wage and reducing cost stickiness [10][11][12]. However, in the 

field of intelligent manufacturing research, few literatures have tested the effect of this 

policy. Therefore, this paper uses the quasi-natural experiment of China's intelligent 

manufacturing demonstration project, takes China's A-share manufacturing listed 

enterprises as research samples, and adopts propensity score matching and difference-in-

differences model (PSM+DID) to empirically study and explore the effect of intelligent 
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manufacturing on enterprise R&D efficiency. We look forward to enriching the research 

content of intelligent manufacturing, and provide reference for the formulation of follow-

up promotion policies and effect evaluation of China's intelligent manufacturing 

development plan. 

2. Research Design 

2.1 Research Hypothesis 

In the past decade, the Chinese government has consistently stressed economic 

development on the real economy and encouraged manufacturing enterprises to increase 

investment in research and development through fiscal, tax and financial means. In 

accordance with the requirements of the development plan, the Chinese government has 

strengthened overall coordination between the central and local governments to provide 

guarantees for pilot enterprises from three aspects: finance, public services, and opening-

up and cooperation. In accordance with the requirements of the development plan, the 

Chinese government has strengthened overall coordination between the central and local 

governments to provide guarantees for pilot enterprises from three aspects: finance, 

public services, and opening-up and cooperation. It is worth exploring whether the R & 

D efficiency of enjoying financial and public services will be significantly improved due 

to this policy. Therefore, by examining the relationship between intelligent 

manufacturing and R&D efficiency, this paper further examines whether the policy has 

achieved substantial improvement in R&D efficiency. This paper puts forward the 

hypothesis: 

H1: Compared with enterprises not included in the intelligent manufacturing pilot, 

the R&D efficiency of intelligent manufacturing pilot enterprises has been significantly 

improved. 

Similarly, the Chinese government has implemented a series of fiscal and tax 

policies to encourage R&D investment of manufacturing enterprises. Whether the R&D 

efficiency of policy pilot enterprises is significantly better than that of other non-pilot 

enterprises is also examined in this paper. Therefore, the hypothesis is proposed: 

H2: There is no significant difference between the R&D efficiency of the intelligent 

manufacturing pilot enterprises and those not included in the intelligent manufacturing 

pilot enterprises. 

2.2 Sample Selection and Data Sources 

This paper takes China's A-share manufacturing listed enterprises from 2011 to 2021 as 

research samples. According to the intelligent manufacturing pilot demonstration 

projects published by the Ministry of Industry and Information Technology over the 

years, the listed companies implementing the intelligent manufacturing pilot projects are 

identified. In this paper, Stata software is used to process the sample as follows: (1) 

Samples with missing data in variables were eliminated; (2) The tail of the continuous 

variable is reduced at the 1% and 99% levels. After the above treatment, 13,058 

"enterprise-year" samples were preliminarily obtained, including 87 experimental 

enterprises (treat) that implemented intelligent manufacturing during the sample period, 

and 2330 control enterprises that did not implement intelligent manufacturing during the 

sample period. The above sample enterprise financial data are from the GUOTAI 

JUNAN database. 
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a) Explained Variable 

Based on Accounting Standards for Business Enterprises and existing studies (Zhai 

Shuping, Gu Qun, 2013), this paper defines R&D investment (rd) as the explained 

variable and represents the ratio of R&D investment to total assets at the beginning [13]. 

b)Explanatory Variable 

In this paper, treat is defined as a dummy variable in the experimental period, indicating 

whether or not the sample company belongs to the experimental group. In this paper, 

according to the intelligent manufacturing pilot demonstration project publicized by the 

Ministry of Industry and Information Technology, the implementation of intelligent 

manufacturing pilot listed companies identified as the experimental group, the value is 

1, otherwise belong to the control group, the value is 0. The dummy variable post 

represents the time before and after the implementation of the intelligent manufacturing 

project of the sample company. The value before implementation is 0 and after 

implementation is 1. The cross-multiplying term treat×post was defined as a dummy 

variable to measure the R&D efficiency of the experimental group. 

c) Control Variable 

controls are the control variables. According to the existing literature, this paper controls 

age (age), fixed capital density (fcd), cash flow (cashflow), enterprise growth (growth), 

asset-liability ratio (debt), return on equity (roe) and enterprise size (size) respectively. 

Detailed definitions of specific variables are shown in Table 1. 

 
Table 1. Variable Definition 

 Symbol Variable Variable definition 

Explained 
Variable 

rd R&D investment R&D investment/total asset in the beginning year 

Explanator
y Variable 

treat 
Experimental 
group/control 

group 

The listed companies implementing the intelligent 
manufacturing pilot are determined to be the 
experimental group, with the value of 1; otherwise, they 
belong to the control group, with the value of  0. 

post 

Whether the 
enterprise 

implements 
intelligent 

manufacturing 
dummy variables 

The production mode of intelligent manufacturing is 
disclosed for the first time in the annual approval 
disclosure of the enterprise, and the value is 1 in the 
current year and subsequent years, otherwise the value 
is 0. 

Control 
Variable 

age Age From company establishment to sample time 

fcd 
Fixed capital 

density 
Total asset in the ending year/sales revenue 

Cash 
flow 

Cash flow Net operating income/total asset in the beginning year 

growth Enterprise growth Tobin's Q 

debt 
asset-liability 

ratio 
Total debt/Total asset 

roe Return on equity Net income/Net equity 

size Size 
The natural log of the firm's total assets in the ending 
year 
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2.3 Model Design 

In order to test the relationship between the implementation of intelligent manufacturing 

and R&D efficiency in H1 enterprises, a difference-in-differences model is constructed 

by referring to existing practices： 

Model (1) is a multi-period difference-in-differences model controlling individual 

and time points. Among them, the explained variable rd is the research input; controls 

is the sample control variable; u�,λ�
 are respectively individual and time-point fixed 

effects. 

3. Empirical Test and Analysis 

3.1 Propensity Score Matching (PSM)  

In order to control the selectivity bias of samples, this paper adopts the propensity 

matching method (PSM) to pair the basic samples. In this paper, based on policy 

documents such as Intelligent Manufacturing Development Plan (2016-2020), matching 

variables including enterprise age (age),size (size), return on equity (roe),  growth 

(growth),and asset-liability ratio (debt) are selected as matching variables. 

According to the 1:1 nearest neighbor matching principle, we found similar control 

groups for each experimental group, and finally got 626 paired samples (1252). We 

further use the annual report, the company's official website and internet search for 

manual inspection of the control group enterprise, if the content of public reports has 

nothing with intelligent manufacturing, we define it as the control group enterprise which 

has not implemented intelligent manufacturing, to ensure that the control group 

enterprise has not implemented intelligent manufacturing. 

Finally, we conducted a balance test on the paired samples, and the results are shown 

in Table 2. As can be seen from Table 2, there is no significant difference between the 

experimental group and the control group in terms of company size, return on equity, 

company age, company age, etc., which can better alleviate sample self-selection bias, 

and it is more reasonable to apply matched samples to conduct subsequent DID tests. 

 
Table 2. PSM balance test 

variables treat control t-value p-value 

age 17.885 14 1.33 0.185 

size 22.976 0.00824 4.87 0.000 

roe 0.9389 0.06429 0.63 0.531 

growth 1.8069 1.9779 -0.38 0.704 

debt 0.46904 0.25088 2.39 0.017 
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3.2 Descriptive Statistics 

The descriptive statistical results of main variables are shown in Table 3. The average 

R&D investment (rd) of the sample companies was 0.032, i.e. the average R&D investment 

to total assets ratio of the sample enterprises is 0.032 The results of control variables show 

that the average size of companies is 21.62, indicating that the size of companies matched 

by PSM in this paper is large, which is consistent with the characteristics of the 

manufacturing industry; The average asset-liability ratio (debt) is 0.356, indicating that 

the debt of the sample companies is at a reasonable level. Besides, the distribution of 

other variables is within a reasonable range. 

 
Table 3. Descriptive statistics 

variables N mean sd min max 

rd 1,252 0.0320 0.0252 0 0.367 
age 1,252 17.58 5.721 5 33 
fcd 1,252 2.070 1.185 0.601 8.238 

cashflow 1,252 0.0557 0.0667 -0.136 0.252 
growth 1,252 2.197 1.206 0.957 7.101 

debt 1,252 0.356 0.206 0.0470 0.864 
roe 1,252 0.0768 0.123 -0.548 0.360 
size 1,252 21.62 1.643 19.35 25.35 

3.3 Basic Regression Analysis 

Table 4 shows the results of differential regression. Column (1) is the regression of the 

paired samples after the adoption of propensity score matching (PSM). The estimated 

coefficient of treat×post for the cross-multiplying term is 0.009, which is significant at 

the 1% level, indicating that the R&D efficiency of intelligent manufacturing pilot 

enterprises has been improved more significantly than that of 626 control enterprises 

with no significant difference. Column (2) is the regression using the full sample, and 

the estimated coefficient of treat×post for the cross-crossing term is 0.008, significant at 

the 1% level, indicating that the R & D efficiency of intelligent manufacturing pilot 

enterprises has been significantly improved compared with other manufacturing 

enterprises in the full sample of manufacturing enterprises. 

With a series of supporting policies, Chinese manufacturing enterprises have 

significantly increased their willingness to invest in research and development. For 

enterprises in the intelligent manufacturing development plan, the scale and proportion 

of R&D investment are significantly higher than other manufacturing enterprises. The 

regression results support hypothesis H1. Compared with enterprises not included in the 

intelligent manufacturing pilot, the R&D efficiency of intelligent manufacturing pilot 

enterprises is significantly improved. 

The control variables show that the fixed capital density (fcd) of manufacturing 

enterprises is significantly negatively correlated with the R&D efficiency at a 1% level, 

that is, the higher the ratio of heavy assets of the sample companies, the lower the R&D 

efficiency of the enterprises. There is a significant negative correlation between the size 

of the company and the R&D efficiency. The results show that the larger the size of the 

company, the R&D efficiency will decrease. The growth of manufacturing enterprises is 

significantly positively correlated with R&D efficiency, that is, the larger Tobin’s Q is, 

the higher the R&D efficiency is. 
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Table 4. Regression results of intelligent manufacturing and R&D efficiency 

 （1） （2） 

variables rd rd 

treat×post 0.009*** 0.008*** 
 (5.42) (6.13) 

age -0.000 -0.001*** 
 (-0.84) (-5.37) 

fcd -0.003*** -0.003*** 
 (-4.19) (-7.75) 

cashflow 0.016 -0.006 
 (1.43) (-1.58) 

growth 0.002*** 0.003*** 
 (2.88) (9.11) 

debt 0.004 0.001 
 (0.95) (0.15) 

roe 0.004 -0.005 
 (0.59) (-0.58) 

size -0.003*** -0.002*** 
 (-4.66) (-2.88) 

Constant 0.086*** 0.070*** 
 (7.61) (5.03) 

Observations 1,252 13,055 
R-squared 0.076 0.051 

Note: 1. ***, **, * are represent significance at 1%, 5% and 10% levels respectively; 2. the t values are in 

parentheses. 

3.4 Placebo Test 

In order to further verify the hypothesis, a placebo test was conducted for the re-selection 

of experimental time. If the improvement of R&D efficiency is caused by the effect of 

the policy implementation of the "14th Five-Year Plan for Intelligent Manufacturing 

Development", then the estimated results of the difference-in-differences model will no 

longer be valid if the policy time is changed. Therefore, we refer to the practice of Quan 

Xiaofeng and Li Chuang (2022), by which the introduction of intelligent manufacturing 

was brought forward by two years to re-observe the relationship between intelligent 

manufacturing and R&D efficiency. The results of the placebo test in Table 5 showed 

that the regression coefficient of treat×post in column (1) was no longer statistically 

significant at 0.001, indicating that the improvement of R&D efficiency of enterprises in 

the experimental group was caused by the effect of the implementation of intelligent 

manufacturing development planning. 

3.5 Robustness Test 

In order to ensure the robustness of the research results, we used alternative R & D 

investment measures to test. Based on the idea of Aschhoff (2009), R&D investment 

intensity (rdint) --R&D expenditure/ operating income, was selected. According to the 

regression results of the robustness test in column (3) of Table 5, the regression 

coefficient of treat×post, the cross-multiplying term of rdint, is 0.018 and significant at 

the 1% level, and the regression results support hypothesis H1. Column (4) is the 

robustness test of the whole sample. The treat×post estimation coefficient of the cross-

multiplication term is 0.017, which is significant at the 1% level. The regression results 

still support hypothesis H1. 
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We also conducted a placebo test on the substitute index, and the regression results 

were shown in column (2) in Table 5. The regression coefficient of treat×post was still 

not significant. The improvement of R&D efficiency of enterprises in the experimental 

group was caused by the effect of the implementation of intelligent manufacturing 

development planning. 

 
Table 5. Placebo Test and Robustness Test 

 

placebo test placebo test robustness test robustness test 

(1) (2) (3) (4) 

variables rd rdint rdint rdint 

treat×post 0.001 0.003 0.018*** 0.017*** 

 (-0.46) (-0.72) (-5.46) (-8.29) 

age -0.000*** -0.001*** -0.000* -0.000*** 

 (-3.40) (-4.02) (-1.75) (-7.89) 

fcd -0.003*** 0.014*** 0.015*** 0.013*** 

 (-5.02) (-7.83) (-7.91) (-24.93) 

cash flow 0.007 -0.018 0.003 -0.005 

 (-0.62) (-0.76) (-0.11) (-0.87) 

growth 0.002*** 0.005*** 0.005*** 0.005*** 

 (-2.81) (-4.05) (-4.08) (-12.58) 

debt 0.001 -0.018** -0.011 -0.025*** 

 (-0.2) (-2.10) (-1.27) (-10.45) 

roe 0.005 -0.009 -0.013 -0.010** 

 (-0.91) (-0.67) (-0.96) (-2.47) 

size -0.001 -0.001 -0.001 -0.002*** 

 (-1.55) (-0.62) (-0.62) (-4.69) 

Constant 0.048*** 0.037* 0.037* 0.068*** 

 (4.14) (-1.76) (-1.76) (-9.22) 

Observations 1,252 1,252 1,252 13,055 

R-squared 0.117 0.236 0.236 0.216 

Note: 1. ***, **, * are represent significance at 1%, 5% and 10% levels respectively; 2. the t values are in 

parentheses. 
 

In order to study the impact of intelligent manufacturing on R&D efficiency, the 

ideal method is to compare the R&D efficiency of the same enterprise in the environment 

of intelligent manufacturing and non-intelligent manufacturing. In reality, however, this 

environment cannot be realized. Therefore, the above research is a quasi-natural 

experiment using China's smart manufacturing demonstration project, using the 

propensity score matching method (PSM) to construct "counterfactuals" to control the 

selection bias of the sample, and to estimate The influencing effect of R&D efficiency of 

China's A-Share Manufacturing Listed Companies. 
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The following results can be obtained by combining Table 4, Table 5 : 

(1) Through the empirical test of the paired samples with propensity score matching 

(PSM), the treat×post estimation coefficient of the cross-multiplying term is 0.009 and 

significant at the 1% level (Table 4 Column (1)), indicating that the R&D efficiency of 

intelligent manufacturing pilot enterprises is significantly improved compared with 

enterprises not included in intelligent manufacturing pilot enterprises, and the regression 

results support hypothesis H1. This result also passed the placebo test (Table 5 column 

(1)) and the robustness test (Table 5 column (3)). It shows that after controlling the 

endogenous problem, the conclusion that the significant improvement of the R&D 

efficiency of intelligent manufacturing pilot enterprises is caused by the effect of the 

implementation of intelligent manufacturing development plan is still valid, and the 

results are stable. 

(2) We also conducted the same empirical test on the full sample of China's A-share 

manufacturing listed enterprises, and the estimated coefficient of cross-multiplying term 

treat×post was 0.008 and significant (Table 4 column (2)), indicating that in the full 

sample of manufacturing enterprises, the R&D efficiency of intelligent manufacturing 

pilot enterprises was significantly improved compared with other manufacturing 

enterprises. The results were robust by the placebo test (Table 5 column (2)). 

In recent years, the Chinese government has introduced a series of policies to support 

the high-quality development of enterprises to support enterprises in cultivating core 

competitiveness and accelerate the upgrading of China's industries. Considering the 

extension of policies in reality. The focus of our attention is  whether the "14th Five-

Year Plan for Intelligent Manufacturing Development" issued by the Chinese 

government in 2021 will significantly improve the R&D efficiency of pilot enterprises . 

The empirical results show that in the context of the improvement of R&D efficiency of 

Chinese manufacturing enterprises, the R&D efficiency of enterprises included in the 

development plan of intelligent manufacturing is significantly higher than that of other 

manufacturing enterprises, playing a role in demonstration and promotion. 

3.6 Analysis of Research Results and Suggestions of Solution  

The 14th Five-Year Plan for Intelligent Manufacturing Development adopts the pilot plan 

before the promotion to improve the intelligent development of China's manufacturing 

industry. The research results show that the promotion of intelligent manufacturing 

demonstration projects in China has achieved a good demonstration effect. Compared 

with other manufacturing enterprises, the R&D efficiency of enterprises included in the 

intelligent manufacturing pilot has been significantly improved. It can be seen from the 

side that in the past seven years, China's central government and local governments have 

provided guarantees for pilot enterprises from the aspects of finance, public services, and 

opening-up and cooperation according to the requirements of development planning, and 

achieved good results. The research and development efficiency of pilot enterprises has 

been significantly improved due to this policy. 

This paper put forward two suggestions based on the above research results: 

(1) From the government's point of view, China should firmly focus on the real 

economy. We will support the intelligent development of manufacturing enterprises 

through more comprehensive and fair safeguard measures in terms of improving the 

innovation system, fiscal and tax support, and innovative finance. Some works need to 

be done to reduce the risk of enterprise innovation and research in many ways, and 

improve the willingness of enterprises to research and development so that enterprises 
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committed to research and development can achieve rapid development with the support 

of the government. 

(2) From the perspective of enterprises, under the support of a series of government 

policies, enterprises should improve the level of internal governance, accurately grasp 

the direction of industrial development, and effectively improve the treatment and 

environment of research and development personnel, so that the research and 

development results could generate new revenue and become the moat of enterprises. 

4. Conclusion 

This paper uses stata software to make a difference-in-differences empirical analysis of 

the R&D efficiency of manufacturing enterprises after addressing the endogeneity 

problem by propensity score matching method. The research results show that in recent 

years, manufacturing enterprises have invested more and more in R&D. Under the 

implementation of an intelligent manufacturing development planning policy, the R&D 

efficiency of pilot enterprises is significantly better than that of other manufacturing 

enterprises, and the prominent demonstration and promotion effect is achieved. This 

paper studies the pilot enterprises as a benchmark to promote the high-quality 

development of China's manufacturing industry. The conclusion of this study enriches 

the research content of intelligent manufacturing and provides micro evidence for the 

formulation and effect evaluation of the follow-up promotion policies of China's 

intelligent manufacturing development plan. This paper selects the quasi-natural 

experiment of an intelligent manufacturing demonstration project to study the impact of 

intelligent manufacturing on the R&D efficiency of manufacturing enterprises. The 

scope of the study is relatively limited, and it needs to follow the main line of R&D 

efficiency investigation and expand the research level in the later period. It is much better 

to link the implementation of intelligent manufacturing with capital operation 

management practices such as risk management, investment management, financing 

management, and supply chain management. 
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Abstract. To meet the development needs of Chinese learners’ personalized 

learning in the context of "Internet+" educational applications, this paper proposes 

to fuse the topic model (LDA)with the convolutional neural network mode (CNN). 
It helps us obtain the topic information and semantic information of different 

learning resources. Then we can obtain the corresponding learning resource feature 

vector. Secondly, we use the TF-IDF and K-nearest neighbor algorithms to vectorize 
the different persona information and potential interests of the learners. Then we 

introduce above-mentioned learning resource feature vectors, use the cosine 

similarity of the multidimensional vectors to calculate the learning interaction 
degree between the learners and the learning resources. Finally, we use a 

collaborative filtering recommendation algorithm based on the K-nearest neighbor 

algorithm to combine the knowledge point feature vectors of learning resources and 
learners' results. This study can realize personalized recommendation of learning 

resources for learners. 

Keywords. Personalized learning, Thematic model, Convolutional neural network 

model, TF-IDF algorithm 

1. Introduction 

Based on Artificial Intelligence technology and education theory knowledge, the 

companion drama-oriented intelligent teaching system combines Foreign language 

learning with the development of the companion drama-oriented system. It changes the 

traditional Foreign language learning method with unique companion drama-oriented 

features. Besides, it eliminates the obstacles and thought burdens caused by artificial 

emotional factors in the process of natural conversation practice of general learners. It 

not only improves learners' overall Foreign language proficiency and learning efficiency, 
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but also makes Foreign language learning more interesting and helps to increase learners' 

initiative in learning Foreign language. In addition, it helps learners change the "search-

and-learn" learning style and develop their collaboration, communication (questioning) 

and other skills through "dialogic learning", and develop their critical and creative 

thinking. 

2. Current status of domestic and international research 

Some researchers have tried to use Metaverse to build language teaching scenarios 

[1], such as by building a Metaverse simulation language learning space to promote 

teaching reform [2]. Other researchers have used Metaverse for interactive collaboration 

in online classes [3] to explore its pedagogical effects. Some educational institutions 

have currently collaborated with Second Life platforms to build learning environments 

[4], such as some researchers focusing on the design and implementation of immersive 

learning environments [5]. The emergence of Metaverse meetings overcomes a series of 

problems that existed during previous virtual space interactions, such as too little 

interaction, screens blocking emotional communication [6], and poor learning outcomes 

[7]. It allows multiple users to use virtual reality technology to enter the virtual meeting 

room for interaction [8]. This gives users an immersive experience and optimizes the 

overall effect of the meeting. In addition, it has great potential as a learning and practice 

platform for communication and dialogue [9]. It provides an economical, individualized 

dialogue scenario [10]. In this context, learners can overcome their lack of confidence in 

pronunciation, grammatical correctness, and the shyness that most of them may have. 

This helps them enter an effective "conversation". It is particularly positive in terms of 

taking the first steps towards "dialogue". 

3. Current status of domestic and international research 

The model of the hybrid recommendation system consists of three main components 

and a set-reference impact factor β: existed information model, potential interest model, 

hybrid recommendation algorithm model, and information about the characteristics of 

the learning group corresponding to the learning resources (impact factor β). Then, we 

define the above three components and set the reference impact factors here.  

Existed information model (EIM): In deep learning, diverse raw data inputs can 

cause the distribution of feature values to vary widely. It is necessary to convert it into a 

form that can be recognized by the framework in advance. This operation, to some extent, 

can effectively respond to the basic personal information of different learner’s initialized 

multiple educational backgrounds, learning abilities, self-perceptions, emotional 

tendencies, and interest levels. They are. We quantified age, gender, education, 

profession, identity, style, emotion, and hobby as feature vectors. And after the 

subsequently described TF-IDF algorithm for calculating the feature weights, we finally 

obtained the weight vectors of their different feature values. They are denoted here as 

EIM = {e11, e12, e13, ......, e18}, and called the existed information model. 

Potential interest model (PIM): The PIM is defined here to identify the neighbors of 

the current user by using the KNN collaborative filtering algorithm as described later. 

Neighbors are groups of users who have similar interests to the current learner and have 

common learning resources to utilize. We define the potential interest model as the 

W. Huang et al. / Artificial Intelligence-Based Hybrid Recommendation Algorithm 283



existed information model of its neighbors who have similar interests and are members 

of the same learning user group. And after the subsequently described TF-IDF algorithm 

for calculating the feature weights, we finally obtained the weight vectors of their 

different feature values. They are denoted as PIM = {p11, p12, p13, ......, p18}, and is 

called the potential interest model. 

Hybrid recommendation algorithm model (HRAM): Hybrid recommendation 

algorithm model is the weight vector. We merge the above two models (EIM+PIM) 

according to certain logical rules and mathematical operations to get it (in this paper, we 

use the calculation of cosine similarity). They are denoted as H1 = {h11, h12, h13, ......, 

h18}, and is called the hybrid recommendation algorithm model. Finally, it combines 

with the consideration of the factors affecting the numerator and presents the 

personalized recommendation reference content generated by a hybrid recommendation 

system. 

For the hybrid recommendation algorithm model, this paper presents here an impact 

factor β that can improve its effectiveness: a model of the characteristic information of 

the learning group corresponding to the learning resource. Based on the characteristic 

information of the learning group corresponding to the learning resource, it is possible 

to understand the type of learning group corresponding to that type of learning resource. 

This can effectively reflect the general characteristics of the users learning the resource, 

so that the hybrid algorithm can make constant tuning recommendations. The evaluation 

formula of impact factor β: 

 

� = ��
���(�,	) (1)

 
1  denotes the average of the multidimensional weight vector of the base 

information that the learner itself already has for measuring itself (which is not the same 

for each learner). ��
(�, �) denotes the similarity between the two models, where x and 

y can be M1 or M2 (but not both) respectively, and its calculation method in this study 

takes the calculation of cosine similarity. That means ��
(�, �) becomes larger, x and y 

are more and more similar with each other. Therefore, the role of the impact factor β 

explored in this paper refers to the fact that the hybrid recommendation algorithm model 

merges the above two models (EIM+PIM) in the subsequent according to certain logical 

rules and mathematical operations. If the impact factor β is smaller at this point, it 

indicates that the content of the generated recommendation results is more accurate. Then 

it is possible to make recommendations to user learners. On the contrary, it indicates that 

the content of the generated recommendation results is more deviant and does not 

conform to the general characteristics of the learning groups corresponding to such 

learning resources. Finally, it will present a more accurate personalized recommendation 

reference content generated by a hybrid recommendation system.  

The overall framework of the hybrid recommendation system combines a content-

based recommendation algorithm and a KNN-based collaborative filtering algorithm. It 

uses the KNN algorithm in the beginning data preprocessing part and the final part of the 

recommended learning resources. After that it uses an LDA topic model interacting with 

a deep convolutional neural network CNN model for learning to analyze and classify the 

proposed recommended learning resources in an enhanced way. Finally, it combines the 

characteristic information models (impact factors) of the learning groups corresponding 

to the learning resources to recommend suitable learning resources to different learners. 
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Figure 1. The overall framework of the hybrid recommendation system. 

 

In building the above existed information model and potential interest model, the 

TF-IDF (Term Frequency Inverse Document Frequency representation) algorithm 

vectorization is needed to preprocess the original input data of the learner and calculate 

its feature weights. The purpose of data preprocessing is to optimize the model for the 

raw data at the input side to be more suitable for subsequent neural network processing.  

 

     ��,� = ���,� × log � �
���� (2) 

In TF-IDF, for each indicator, ���,� denotes the frequency of occurrence of this 

indicator among all Foreign language learners. N represents the total number of the 

search content set. And ��� contains the number of samples in which the indicator has 

appeared. ���,� log �
���is recorded as the result to the feature vector weights of each 

learner. 

The reinforcement classification learning model used in this study, implicit 

Dirichlet distribution (hereafter abbreviated as LDA), is a topic model. It generates topics 

based on the word frequencies in a set of documents. I  is essentially a three-layer 

Bayesian structure They are document layer, topic layer and word layer. Usually, a topic 

model generally extracts several sets of keywords from a set of documents to express the 

core idea of its object, i.e., the "topic". LDA is a very effective method for finding an 

accurate and reasonable mixture of topics in a set of given documents. The neural 

network-based topic model used in this study mainly uses deep learning to reconstruct 

the text production process of the topic model. And it adds topic-word sparsity 

constraints to the modeling process to generate more expressive topic words. 

The LDA algorithm adopted in this study is to first normalize the d-dimensional 

given learning resource dataset (d is the number of features), calculate the d-dimensional 

mean vector for each class. Then we calculate the eigenvalues of the matrix and the 

corresponding eigenvectors by constructing the between class scatter matrix �� and the 

within class scatter matrix ��.  Finally, the eigenvectors corresponding to this learning 

material will be subsequently used in the calculation of cosine similarity. 
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  �� = �!�� ⋯ !�#⋮ ⋱ ⋮!#� ⋯ !##
&

(between class scatter matrix ��) 

�� = �'�� ⋯ '�#⋮ ⋱ ⋮'#� ⋯ '##
&

(within class scatter matrix ��) 

 

The convolutional layer of a convolutional neural network CNN mainly consists of 

two basic operations, one of it is feature extraction and the other is feature mapping. In 

this study, we adopt the first feature extraction operation mentioned above. The aim is 

processing the relevant learning resources in the input layer. Finally, we combine the 

processed data with the LDA model to derive the corresponding knowledge point feature 

vectors. 

In this study, we specify the input size of the convolutional neural network CNN as 

1. It corresponds to the channel dimension of the integer sequence input. Then the input 

is embedded using a feature vector embedding of dimension 8. For n element vectors to 

be spaced, layer blocks are created containing convolutional layers, batch normalization 

layers, ReLU layers, discard layers, and maximum pooling layers. For each block, we 

specify 100 convolution filters of size 1 × N and a global maximum pooling layer. The 

input layers connect to each block and the concatenation layer concatenate the outputs 

of each block. Finally, we classify the output. It includes a fully connected layer with 

output size K, a Softmax parser layer, and a classification layer. And K is the number of 

classes. 

The ��
(�, �) mentioned in the above analysis, indicates the similarity between 

two models. For the calculation of ��
(�, �), the main methods are cosine similarity, 

Euclidean Algorithm and Pearson correlation coefficient. In this study, we adopt the 

method of calculating cosine similarity. Based on the collected user data, we use the TF-

IDF algorithm to vectorize the original input data of the learners for preprocessing and 

calculating as the input of *
 +*
  (or vectors a and b) for calculating the cosine 

similarity of the underlying information between learners. 

 ��
(�, �) = cos(�, �) = -.�/ · 0.�2 
|-.�/| · |0.�2| (3)

 

Then, we use LDA and CNN fusion analysis to derive the feature vectors of the 

corresponding classified learning resources. And before, we used the hybrid 

recommendation algorithm model to merge the two models (EIM+PIM) according to 

certain logical rules and mathematical operations to obtain the learner vector. Then we 

use the cosine similarity again to calculate and define the threshold value of similarity γ 

to find the most similar learning resource recommendation set for each user. Finally, we 

use the impact factor β to check and verify the accuracy of the recommended learning 

resources. 

W. Huang et al. / Artificial Intelligence-Based Hybrid Recommendation Algorithm286



At the end of the AI-based hybrid recommendation algorithm for Foreign language 

learning resources discussed in this paper is a KNN-based collaborative filtering 

algorithm. It has the same function as the data preprocessing part. Firstly, this paper's 

algorithm calculates and tests the Euclidean distance dist  from sample points to all 

sample points, and then uses the hook theorem to calculate it. We set the parameter K 

and select the K points closest to the point to be measured. Then we count the number of 

each type or class label from these K points and select the class label number that appears 

most frequently as the class label number of the unknown sample. It can feedback the 

prediction results to recommend the learning resources that are most similar with the 

users' interactions with knowledge points to the recommended subjects. Finally, it 

generates a list of academic resource recommendations for each user. 

4. Experimental results 

In this study, the data of learners were obtained from different types of learners 

selected by Kaggle for optimal matching. Each learner sample has different 

information/behavioral characteristics about themselves. The Item ID of the learning 

resource represents the unique flag serial number of each learning resource. The priority 

with 1 is the highest, 2 being the second highest and 3 being the lowest. The point where 

1 is located at the line segment is the Item ID flag sequence number of the most 

recommended matching learning resource. According to the analysis of the results, the 

best learning resource path for a random sample is from learning resource 1 to learning 

resource 3 and finally to learning resource 2. It finally leads to the recommended 

personalized learning resource path generated by the hybrid recommendation algorithm 

system based on the learner's basic personal information. 

In this study, we choose the model accuracy (MA) calculation to measure the 

matching suitability of the recommendation results generated by each algorithmic model. 

The formula for calculating the model accuracy (MA) can be expressed as follows: 

 

                          
3 = �4�5|�46�47| (4)

 

In this formula, N denotes the total number of recommended learning resources in 

general. 89 denotes the number of recommended learning resources accessed by learner 

users. 89:  denotes the number of recommended learning resources not accessed by 

learner users. 

This study selected the dataset from the learner information dataset of Kalboard 360. 

The initial dataset consists of 480 learner records and 16 features. For this study, we 

optimized this dataset and extracted a sample dataset consisting of 100 learner records 

and 8 features. For these 100 learners, this study calculated the accuracy of the model by 

increasing the number of items from 10 to 60. Then we applied the KNN nearest neighbor 

algorithm to match the neighbor users of size 20, and use the cosine similarity for the 

calculation of similarity between learning resources and learner users. Finally, this study 

presented the attempt and innovation of the hybrid recommendation algorithm with the 

visualized data. 
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5. Conclusion 

For now, it is difficult to combine the functions of situational learning, word 

frequency analysis, word memorization, and oral communication organically in both 

theoretical and practical studies. The AI-based companion drama-oriented Foreign 

language learning system references the multiple characteristics of learners in different 

dimensions. It visualizes knowledge and provides the necessary feedback and guidance 

to learners as they engage in thinking, discussion, and other behaviors. This makes 

learning more enriching and oriented for the learner. It adds interest and practice to 

learning, slowly increases the difficulty curve of Foreign language learning, and 

increases learners' enthusiasm for learning. At the same time, this deep learning 

framework-based learning resource recommendation system is based on the previous 

resource system, which is continuously updated and iterated on its own. With its 

polymorphism, inheritability, and expandability, it eventually forms a more accurate 

personalized resource recommendation to meet the diversified needs of different learners 

in a targeted manner. It solves the problem of boring and inefficient learners learning 

Foreign language through the combination of various innovative experiences such as 

situational experience, AI accompaniment and traditional Foreign language learning 

methods. 
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Abstract. China has been carrying out nationwide efforts to reduce the academic 
burden of primary and secondary school students over six times from 1949. In 
June 2021, the Ministry of Education (MOE) established a department to supervise 
the out-of-school education and training, and suggested to further reduce the 
homework burden and out-of-school training for students in compulsory education 

(hereinafter referred to as “Double Reduction”). In order to understand the 

teachers’ literacy in implementing the “double reduction” policy, the study 
administered questionnaires to 242 primary and secondary school teachers from 
Chenzhou City, Hunan Province, to survey their knowledge, beliefs, practices and 
policies. The results showed that primary and secondary school teachers in 
Chenzhou city have a high degree of awareness, importance, and sustainable 
implementation of the “double reduction” policy in three aspects viz., students’ 
arrival and departure time, extracurricular training and homework management. 
Though, the “quantitative change” in the implementation of the “double reduction” 
policy is obvious, but the “qualitative change” is relatively petty low, and there is a 
significant difference between urban and rural areas in terms of awareness, 
recognition and practice. In order to reduce the burden and improve the quality, it 
is suggested to promote collaboration among  schools, government, teachers, 
parents and other relevant parties to build a new ecology of lifelong education for 
primary and secondary school teachers, increase teacher training and support for 
“double reduction”, improve the ability of teachers to know, believe and act on the 
“double reduction” policy and give priority to rural primary and secondary 
education. 

Keywords. primary and secondary school teachers, “double reduction”, 
knowledge, attitude, belief and practice. 

 

1 Corresponding author, Ling HE, Xiangnan University, China; e-mail: 616728140@qq.com. 
This research is the outcome of The Key Cultivation Base for “The 14th Five-Year Plan” of Educational and 
Scientific Research [Lifelong Education Research Base (Fundamental Theory Area)] in Hunan Province. 

 

Modern Management Based on Big Data IV
A.J. Tallón-Ballesteros (Ed.)
© 2023 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA230195

289



1. Problem formulation 

In Chinese education system, “double reduction” is short for “effectively reducing 

homework burden and off-campus training burden of students in compulsory 

education”. Its purpose is to effectively improve the education level of schools and 

continuously standardize in-school and out-of-school training. Though, China has been 

reducing the academic burden of primary and secondary school students on six 

occasions from 1949 but both in-school load and out-of-school load remain unchanged 

in large number of rural primary and secondary schools. In June 2021, the Ministry of 

Education (MOE) officially established Department of Supervision of Out-of-School 

Education and Training which reported in July its Opinions on Further Reducing the 

Homework Burden and Out-of-School Training for Students in Compulsory Education 

(hereinafter referred to as “Double Reduction”) [1]. 

Primary and secondary school education subsequently became the hot research 

topic among the scholars. The “knowledge” search “homework burden” related 

literature themes amounted to 2982 whereas, the “outside training” related literature 

had 5459 sightings. The main aim of the researchers was to create better education 

environment to realize quality education goals in policy implementation. The relevant 

information revealed that the study of education burden theme mainly includes: 

primary and secondary school teachers, quality education, burden policy, and other 

related aspects. However, the current “double reduction” policy has failed to achieve 

the ideal intended effect therefore, it is necessary to probe this aspect in-depth for better 

and effective policy implementation. 

In July 1955, the MOE published instructions on reducing the burden of primary 

and secondary schools pointing out that it is necessary to improve the relevant teaching 

material, optimize teachers’ teaching level and increase extracurricular open activities 

to improve students’ mental and physical abilities. 

Subsequently, the MOE continuously issued following policies to reduce the 

burden of education: on May 4, 1964, the Report on Overcoming the Overburden of 

Primary and Secondary Schools and Improving the Quality of Teaching, the Issuance 

of the Provisions on Reducing the Overburden of Primary School Students on May 11, 

1988, and the Emergency Notice on Reducing Student Overburden in Primary Schools 

was issued on January 3, 2000. From 1985 till date more than 50 times several policies 

were issued on Education burden-reduction indicating the concern of Chinese 

government but many of the policies ended as anticlimactic. 

The government is forward-looking and sincere in its efforts to reshape the 

education ecology and promote education equity from various perspectives, including 

institutional setting and policy protection. After the issuance of the “Double 

Reduction” Opinions, the MOE has held eight press conferences and briefings related 

to “Double Reduction” to explain the policy objectives, its significance and initiatives, 

and held pilot city promotion meetings to take stock of progress in the work. In 2021, 

the MOE conducted a comprehensive investigation and cleanup of out-of-school 

training advertisements in which the market supervision departments around the 

country closed 2,119 cases of out-of-school training advertisements [2]. The data 

during the week from March 4 to 11, 2022, revealed that “double reduction” was one of 

the top hot issues of education in China’s “two sessions” [3]. At one time it was 

debatable that whether the implementation of “double reduction” education policy is 

more crucial than the program itself, since the implementation of the policy involves 

many influencing factors, the most central of which is the front-line teachers in primary 

L. Yang et al. / A Study of Current Situation of Knowledge, Attitude, Beliefs and Practices290



and secondary schools, who execute the education policy and function as drivers of 

educational change. 

Therefore, is necessary to establish a conducive environment which will help 

teachers to internalize and externalize the “double reduction” policy and eliminate 

teachers’ cognitive and behavioral disorders against the policy to make it more 

effective. This is the only way to remove the teachers’ perceptions and behavioral 

barriers against the “double reduction” policy and make relevant adjustments in 

educational governance and the change the concept of talent training implied in the 

“double reduction” policy. 

The measures taken abroad to reduce the burden of education have domestic 

reference significance. Primary and secondary schools in Finland emphasize 

stimulating students’ originality in the classroom teaching process. Meanwhile, the 

schools adopt the incentive education evaluation mode to timely optimize and adjust 

according to the curriculum needs of the students to nurture high-quality school leaders 

and teachers. The specific content of Japan’s “loose education” measures can be 

summarized as “two reduction, two reduction and one increase”, that is, to reduce the 

teaching content, reduce the teaching difficulty, shorten the teaching time, shorten the 

weekly class hour to achieve a complete Friday system, and increase comprehensive 

learning time. At the same time, the Japanese government uses advanced IT means to 

carry out online courses which is no longer limited to on-site teaching. Online teaching 

is more transparent than that in China and is cheaper than on-site teaching and its 

combination with the workload of primary and secondary school teachers and reduces 

the burden on teachers. The British solutions include: carrying out periodic workload 

survey, paying attention to the pertinence of the burden reduction policy, testing the 

implementation process and effect, and providing training to teachers. On the other 

hand, Germany and Japan governments strictly prohibit in-service teachers to conduct 

part-time classes. They classify in-service teachers into the civil service system and 

follow strict requirements for in-service teachers in accordance with the relevant civil 

service system. Most scholars in the United States advocate the control of intervention 

in off-campus training institutions. 

Learnings from some foreign countries public school systems can improve the 

status of domestic teachers, cultivate teachers ‘professional ethics, constantly optimize 

the quality of education in public schools, increase the government’s support for public 

schools, so that students can fulfill their needs and demands as much as possible in 

school. We should closely adapt to China’s national conditions, absorb the essence of 

foreign ways and methods of education burden reduction, and improve the deficiencies 

in the implementation of China’s education burden reduction policy. 

Therefore, it is important to investigate and analyze the awareness, attitude and 

implementation of the “double reduction” policy among the front-line teachers in 

primary and secondary schools in order to analyze the difficulties in the 

implementation of the “double reduction” policy in a targeted manner. The knowledge, 

attitude, belief and practice model (KABP model), focuses on the whole process from 

cognition to belief building to behavioral practice and provides a scientific perspective 

for analyzing the “double reduction” policy. This empirical study is a survey and 

analysis of the current situation of the frontline teachers’ knowledge and beliefs about 

“double reduction” in Chenzhou City, Hunan Province, based on the KABP model, 

which can lead to effective implementation of the “double reduction” policy. 
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2. Study Design of the KABP Model 

Since the implementation of the “Double Reduction” opinion, the primary and 

secondary schools across the country have taken corresponding actions including 

teachers from Chenzhou City. The city has 1951 schools of all levels and types, 

including 29 secondary vocational schools, 44 general high schools, 263 junior high 

schools, 388 primary schools, and 75,253 teaching staff in 2020. The high school 

student population (including technical secondary school) is 745,066, junior high 

school 1,864,176 and 1,205,918 students (including graduates, undergraduates and 

current students) from various schools. The city’s resident population has an average of 

9.58 years of education for those aged 15 and above [4]. 

The consolidation rate of nine-year compulsory education is 98.5% and the gross 

enrollment rate of high school is 93.1% [5]. The strong promotional measures of the 

national “double reduction” policy in Chenzhou City resulted in lot of fruitful reforms 

in the areas of arrival and departure time of primary and secondary students, 

extracurricular training, homework management, etc. The burden of homework and 

extracurricular training on students is reduced, and both teachers and schools have 

supported and approved the “double reduction” reform. A conducive atmosphere of 

“reform” has gradually formed, with a certain degree of representation. 

2.1 Research indicators and survey tools 

The “double reduction” problem is reexamined by using “KABP” model to structure 

and measure the “double reduction” effect and necessary countermeasures. The first is 

the horizontal composition of the “double reduction” effect, including the four 

dimensions of the policy namely, students’ arrival and departure time, students’ 

homework, the participation rate of extracurricular tutoring institutions, and the impact 

on teachers. The horizontal structure of the “double reduction” policy includes four 

dimensions: students’ time away from school, students’ homework, the participation 

rate of extracurricular tutoring institutions, and impact on teachers. The second is the 

longitudinal structure of identity, including three levels of knowing, believing, and 

practicing, which is the “double reduction” effect of knowing, believing, and practicing: 

knowing is cognition and knowledge, which is the knowledge level of mastery and 

understanding; believing is trusting and agreeing, which is the positive construction of 

belief level; practicing is action, which is the behavioral level of practice correction [6]. 

A questionnaire was designed on “double reduction” based on the “Opinions on 

Double Reduction” and the preliminary interviews with some primary and secondary 

school teachers, with a cross-section of horizontal and vertical dimensions. There were 

19 questions, including 3 basic relevant information questions, 13 single-choice 

questions, 1 multiple-choice question, and 2 open-ended questions. 

2.2 Sampling and survey methods 

In 2022, a stratified random sampling method was used to select teachers from 12 

primary and 12 secondary schools in Chenzhou City (6 in urban areas and 6 in rural 

areas, 6 in secondary schools and 6 in elementary school), and the questionnaires were 

administered to 242 respondents through the Chenzhou compulsory education teachers’ 

group, of which 10 invalid questionnaires were excluded the effective rate of the valid 

questionnaires was 95.9%. 
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2.3 Statistical methods 

Excel software was used for real-time statistical input of the data, and SPSS22.0 

software was used for statistical description. One-way ANOVA or independent sample 

t-test was used for the agreement of the “double reduction” effect in different regions, 

and p< 0.05 was considered as statistically significant. 

2.4 Study hypothesis 

H1: There is no significant difference in the awareness of the “double reduction” policy 

among primary and secondary school teachers between city and township areas in 

Chenzhou. 

H2: There is no significant difference in the beliefs of the “double reduction” policy 

among primary and secondary school teachers between city and township areas in 

Chenzhou. 

H3: There is no significant difference in the practices of “double reduction” policy 

between primary and secondary school teachers between city and township areas in 

Chenzhou. 

2.5 Reliability test 

Reliability is the consistency of the same object when same measurement is carried out 

in the same method, in other words it reflects reliability of the measured data. The scale 

adopts three aspects: the awareness, beliefs and practices of the “double reduction” 

effect. The measurement dimension includes the time when students enter and leave the 

school under the “double reduction” policy, students’ homework, the participation rate 

of extracurricular tutoring institutions, and the impact on teachers. The Cronbach 

coefficient was used for the reliability analysis of each measured dimension, and the 

overall (Cronbach’s Alpha) coefficient is 0.832 indicating high reliability. The 

Cronbach coefficient of all dimensions is above 0.7 indicating that the questionnaire 

has good reliability. 

3. Empirical Results of the KABP Model 

3.1 Awareness of the “double reduction” policy among primary and secondary school 

teachers 

Table 1 shows that all primary and secondary school teachers in Chenzhou are totally 

aware of the “double reduction” policy namely, 67.5% and 61.2% in urban and rural 

areas while the rest exhibit general awareness. The chi-square test for independent 

samples shows that the chi-square value is 0.897 and the progressive significance is 

0.344＞0.05 hence, the null hypothesis is accepted representing that there does not 

exist a correlation between the region and the degree of knowledge.  
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Table 1 Awareness of the “double reduction” policy among primary and secondary school teachers 

Region 
Number of 

surveys 

Knowledge level (Ratio) Pearson's 

chi-squared 

test 

P More 

familiar 

General 

Understanding 

No 

knowledge 

City 160 67.5 32.5 0 

0.897
a
 0.344 Township 72 61.1 38.9 0 

Total 232 128.6 71.4  

Note: The expected count of a. 0 cells (0.0%) is less than 5. The minimum expected count was 24.83. 

3.2 Degree of belief among primary and secondary school teachers in the “double 

reduction” policy 

Table 2 to Table 5 show that the standard deviations of urban recognition and township 

recognition are 0.716 and 0.776 respectively in all dimensions indicating that the 

recognition is relatively stable. The proportion of overall support and firm support for 

the “double reduction” policy is higher between urban and rural areas, the proportion of 

general implementation and above is higher, the proportion of importance attached to 

the “double reduction” policy is higher, and the degree of agreement that the “double 

reduction” policy can develop sustainably is higher. However, there are statistical 

differences between urban and rural areas in the overall attitudes of primary and 

secondary schools towards the “double reduction” policy,  primary and secondary 

school teachers belief “double reduction” policy ; and schools implementing the 

national “double reduction” policy and the “double reduction” policy. There are no 

significant differences in the implementation of the national “double reduction” policy, 

the degree of importance attached to the implementation of the national “double 

reduction” policy, or the attitude of getting sustainable implementation in primary and 

secondary schools. 

Table 2 Attitudes of primary and secondary school teachers towards the “double reduction” policy 

Region 
Number of 

surveys 

General Attitude (Ratio) Pearson's 

chi-squared 

test 

P Strong 

support 
Support 

Not much 

support 
Against 

City 160 54.3 41.2 3.7 0.8 
8.330a 0.053 Township 72 45.8 40.2 8.5 5.5 

Total 232 100.1 81.4 12.2 6.3 

Note:a. 3 cells (37.5%), the expected count is less than 5. The minimum expected count was 1.55. 

 

Table 3 Teachers’ opinions on implementation of “double reduction” policy 

Region 
Number 

of surveys 

Implementation (Ratio) 
Pearson's 

chi-squared 

test 

P 

Very well 

implemented 

Better 

implementati

on 

Implementat

ion of 

general 

Poorly 

implemented 

City 160 33.8 40.6 20.6 5 

5.517a 0.147 

Township 72 27.8 34.7 34.7 2.8 

Total 232 61.6 75.3 55.3 8.3 

Note:a.1 cell (12.5%), with an expected count of less than 5. The minimum expected count was 3.10. 
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Table 4 Importance of school leaders in “double reduction” policy implementation 

Region 
Number of 

surveys 

Level of Importance (Ratio) Pearson's 

chi-square

d test 

P 
Attention  

More 

important 

Not much 

important 

No 

attention 

City 160 51.2 36.3 11.3 11.3 
4.524a 0.237 Township 72 50 37.5 6.9 5.6 

Total 232 101.2 73.8 18.2 16.9 

Note: a. 2 cells (25.0%), with an expected count of less than 5. The minimum expected count was 1.86. 
 
 

Table 5 Teachers attitudes towards the sustainable implementation of “double reduction” policy 

Region 
Number of 

surveys 

Sustainable Implementation (Ratio) Pearson's 

chi-squared 

test 

P 
Able to Hardly Not sure 

City 160 62.5 28.1 9.4 

2.189a 0.335 Township 72 62.5 33.3 4.2 

Total 232 125 61.4 13.6 

Note: The expected count of a. 0 cells (0.0%) is less than 5. The minimum expected count was 5.59. 
 

3.3 Degree of implementation of “double reduction” policy in primary and secondary 

schools 

3.3.1 Students’ arrival and departure time under “double reduction” policy 

Generally, the degree of implementation of the students' arrival and departure timings 

in urban and rural areas is obvious. The results of the survey show that students have a 

higher percentage of time of arrival between 7:30 a.m. and 8:00 a.m. and a higher 

percentage of time of departure between 5:30 p.m. and 6:00 p.m. There is statistical 

difference in students’ arrival time in the morning, with the urban students arriving at 

school before 6:30 a.m. is more than the rural students and after 8:00 a.m. urban 

students arrived at school is significantly less than rural students (p = 0.000).For 

statistical differences between students leaving school in the afternoon, urban students 

leaving school was significantly lower than rural students before 5:30 PM; urban 

students leaving school from 5:30 to 6:00 PM were significantly higher than rural 

students (p = 0.000). 

 
Table 6 Students’ arrival time in the morning 

Region 

Number 

of 

surveys 

Time of Arrival (Ratio) 

Pearson's 

chi-squar

ed test 

P Before 

6:30 

6:30 to 

7:00 pm 

7:00 to 

7:30 

7:30 to 

8:00 pm 

After 

8pm 

City 160 0 11.9 37.5 34.3 16.3 
28.979a 0.000** Township 72 2.8 15.3 5.6 50 26.4 

Total 232 2.8 27.2 43.1 84.3 42.7 

Note: a. 2 cells (20.0%), with the expected count of less than 5. The minimum expected count is.62; 
**p<0.05 
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Table 7 Students’ departure time in the afternoon 

Region 

Number 

of 

surveys 

Time of Departure (Ratio) 
Pearson's 

chi-squar

ed test 

P Before 

5:30 pm 

5:30pm 

to 

6:00pm 

6:00 p.m. 

to 6:30 

p.m. 

6:30pm 

to 

7:00pm 

After 

7:00 pm 

City 160 24.4 56.9 5 3.8 10 
27.619a 0.000** Township 72 56.9 27.8 2.8 0 12.5 

Total 232 81.3 84.7 7.8 3.8 22.5 

Note: a. 3 cells (30.0%), with the expected count of less than 5. The minimum expected count was 1.86; 
**p<0.05. 
 

Tables 6 and 7 show that there is significant difference in the arrival time of urban 

and rural areas besides , there is difference in the students’ departure time e. g,, the 

percentage of students leaving schools after 5:30 and 6 p. m. in the townships is only 

56.9% while, it is 27.8% in the cities. 

3.3.2 Students’ homework situation under “double reduction” policy 

It is noticed in the study that the primary and secondary school teachers systematically 

take students’ homework. Table 8 shows that the amount of homework for students is 

limited to 1 to 2 hours daily barring few schools in both city and township schools. 

Training on the homework design is conducted in both urban and rural areas to more 

than 70%, whereas around 25% schools neglect it. The frequency of training sessions 

on the assignment design in both urban and rural areas is once a semester. However, 

around 15% of the schools in both types do not conduct training sessions. It is evident 

from Tables 8-10 that there is not significant difference in the frequency of training 

sessions on the homework design in all schools (p = 0.015), and the proportion of urban 

students doing homework for less than 1 hour per day is lower than that of rural 

students’; while there is significant difference in the amount of homework held and 

students’ homework per day for example, about 20% of urban and township primary 

and secondary schools did not conduct training on homework design. 

 
Table 8 Daily homework done by students 

Region 

Number 

of 

surveys 

Workload (Ratio) 
Pearson's 

chi-squar

ed test 

P 
No more 

than 1 

hour 

No more 

than 2 

hours 

No more 

than 3 

hours 

No more 

than 4 

hours 

No more 

than 5 

hours 

City 160 35 39.4 16.9 8.1 0.6 
11.952a 0.008** Township 72 52.8 37.5 9.7 0 0 

Total 232 87.8 76.9 26.6 8.1 0.6 

Note: a. 3 cells (30.0%), with an expected count of less than 5. The minimum expected count is.31;**p<0.05. 
 

 

Table 9 Status of Primary and secondary school teachers on assignment design 

Region 

Number 

of 

surveys 

Convening (Ratio) 
Pearson's 

chi-squared test 
P 

None There are 

City 160 25 75 
0.200a 0.655 Township 72 27.8 72.2 

Total 232 52.8 147.2 

Note: The expected count of a. 0 cells (0.0%) is less than 5. The minimum expected count was 18.62. 
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Table 10 Frequency of training sessions on assignment design 

Region 
Number of 

surveys 

Training Frequency (Ratio) Pearson's 

chi-square

d test 

P 0 times a 

semester 

Once 

semester 

Once per 

year 

Twice per 

year 

City 160 16.9 64.4 4.4 14.4 
6.800a 0.028** Township 72 15.3 77.8 0 6.9 

Total 232 32.2 142.2 4.4 21.3 

Note: Note: a. 2 cells (25.0%), with an expected count of less than 5. The minimum expected count was 2.17; 
**p<0.05. 

3.3.3 Participation rate of extracurricular training institutions in the “double 

reduction” policy 

Table 12 shows that after the implementation of the “double reduction” policy, the 

participation rate of extra-curricular tutoring institutions in Chenzhou City has dropped 

significantly and more than 60% of teachers believe that the participation rate of 

students in extra-curricular tutoring is hardly 10%. This shows that the students’ 

learning burden has reduced after the implementation of policy. Tables 11 and 12 show 

that there is a significant difference between urban and rural school students’ 

participation in extracurricular tutoring before the implementation of the “double 

reduction” policy (p = 0.000), and urban students’ participation is significantly higher 

than rural students indicating that the such training  in urban areas is gradually 

decreasing. 

 
Table 11 Students’ participation in extracurricular training institutions before implementation of the “double 

reduction” policy 

Region 

Number 

of 

surveys 

Participation (Ratio) Pearson's 

chi-squar

ed test 

P Around 

10% 

Around 

20% 

Around 

30% 

Around 

40% 

About 

50% 

City 160 11.9 15.6 27.5 15 30 
32.019a 0.000** Township 72 40.3 22.2 12.5 4.2 20.8 

Total 232 52.2 37.8 40 19.2 50.8 

Note:  a. The expected count of0 cells (0.0%) is less than 5. The minimum expected count was 8.38; 
**p<0.05; the time cut-off points before and after the implementation of the “double reduction” policy in 
Chenzhou is defined on July 24, 2021. 
 

Table 12 Students’ participation in extracurricular training after implementation of the “double reduction” 
policy 

Region 

Number 

of 

surveys 

Participation (Ratio) Pearson's 

chi-squar

ed test 

P Around 

10% 

Around 

20% 

Around 

30% 

Around 

40% 

About 

50% 

City 160 60 19.4 10 5 5.6 

1.691a 0.782 Township 72 68.1 15.3 8.3 2.8 5.6 

Total 232 128.1 34.7 18.3 7.8 11.2 

Note: a. 2 cells (20.0%), with the expected count of less than 5. The minimum expected count was 3.10. 

 

Table 13 reveals that only 40% teachers believed that students’ participation in 

extracurricular training would be beneficial to their physical and mental development. 

However, teachers were relatively conservative or on wait-and-watch mode about the 

physical and mental development benefits from students’ participation in 

extracurricular training. At the same time, it is noticed that there was no significant 

difference among the expectations of urban and rural teachers. 
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Table 13 Teachers’ opinions on students’ participation in extracurricular tutoring institutions under the 
“double reduction” policy 

Region 
No. of 

surveys 

Impact (Ratio) Pearson's 

chi-squared 

test 

P 

Useful 
Not 

beneficial 
Harmful Harmless 

City 160 42.5 40.6 3.8 13.1 

0.752 0.855 Township 72 45.8 41.7 2.8 9.7 

Total 232 88.3 82.3 6.6 22.8 

Note: a. 1 cell (12.5%), an expected count of less than 5. The minimum expected count was 2.48. 

 

Thus, in general, it can be concluded that primary and secondary schools are able 

to implement the basic requirements set by the national “Double Reduction” policy to a 

significant extent with positive changes in the arrival time of students in the morning 

and in the leaving time of students in the afternoon, students’ participation in 

off-campus training, the daily homework for students, and the frequency of training 

sessions on the home assignments design. At the same time, majority (60%) of the 

school teachers are skeptical about sharp dropping in extracurricular training 

institutions attendance after implementation of the “double reduction”, which 

subsequently would reduce students’ learning burdens. Whereas, only 40% of teachers 

believed that students’ participation in extracurricular training institutions would have a 

positive impact on students’ physical and mental development. However, there still 

remain some problems which need to be addressed. First, there are inherent differences 

among urban and rural schools in the implementation of the “double reduction” due to 

demography. In urban schools, the implementation efforts are significantly higher than 

those in rural schools in terms of students’ arrival and departure time, students’ 

participation in off-campus training before and after the implementation of “double 

reduction”, training on the homework design, and the frequency of training sessions on 

homework design. The daily homework is higher in urban schools than in rural schools, 

so it is recommended that the “double reduction” rules should take into account the 

differences between urban and rural areas. Second, the “quantitative change” is greater 

than the “qualitative change”. The “quantitative changes” in the time of arrival of 

students in the morning, the training on the homework design, and the frequency of 

training sessions on homework design is more obvious in all schools. However, the 

magnitude of the “qualitative changes” in students’ afternoon departure time, students’ 

participation in off-campus training before and after the implementation of “double 

reduction” is relatively small, which indicate that the promotion of “double reduction” 

should pay attention in improving quality, effectiveness and persistence. 

4. Conclusions and Recommendations 

The results of the present survey of 242 primary and secondary school teachers in 

Chenzhou City, Hunan Province, indicates that the “double reduction” policy has been 

implemented for more than one year, and the overall recognition, importance and 
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support from school teachers is high. At the same time, China’s regional differences, 

imbalanced development of urban and rural areas and schools demand top-level design 

and coordination of education policies to promote the orderly operation of the 

education system. There are significant differences between urban and rural areas in 

terms of awareness, recognition, and implementation of the national “double reduction” 

program as narrated below. 

4.1 Knowledge level differences between urban and rural school teachers 

It is noticed that the overall awareness of the “double reduction” policy among primary 

and secondary school teachers in Chenzhou is significant. However, urban primary and 

secondary school teachers are more aware of the national “double reduction” policy 

than their rural counterparts. Therefore, education authorities and schools should 

continue to increase teacher training on the “double reduction” policy with an 

appropriate focus on rural teachers. 

4.2 Attitudes and beliefs differences between urban and rural areas teachers 

It is observed that majority of the primary and secondary school teachers are positive 

and optimistic about the meaning and effects of the “double reduction” policy on 

students’ healthy growth and support the policy. However, specific attention needs to 

be given on: many primary and secondary school teachers do not have positive 

expectations about the impact of “double reduction” on student’ learning. Urban school 

teachers believe in the national “double reduction” policy more than rural school 

teachers, and nearly half of the rural teachers have a negative attitude towards the 

“double reduction” policy in general. Therefore, education authorities and school 

management should focus on the “double reduction” work in townships by 

strengthening, guiding, supporting to recognize the “double reduction” work in 

townships，so as to enhance the teachers' belief in the "double reduction" policy. 

4.3 Quantitative and quantitative changes in student burden reduction 

The “quantitative change” in the implementation of the “double reduction" policy is 

obvious and is attributed to better implementation of basic requirements of “double 

reduction” in terms of student’s arrival time, increase in training sessions and 

homework checks and sharp dropping in the proportion of students participating in 

training in extracurricular tutoring institutions after the implementation of “double 

reduction”, which helped to reduce students’ learning burden. However, the magnitude 

of the “qualitative change” in the time students leave school in the afternoon and their 

participation in out-of-school training is relatively small. Therefore, to promote the 

“double reduction” improve the quality” has to be the starting point for action 

otherwise, it may lose the fundamental and “the original will cannot be inverted” [7]. 

The report clearly points out that “high-quality development is the primary task in 

comprehensively building the modern socialist country. ” Compulsory education as a 

basic strategy is the process of national modernization, “quality change” is mandatory 

in the development of compulsory education [8]. Therefore, the present study suggests 

that Chenzhou primary and secondary school teachers should focus on “grasping lesson 

preparation”. Under the background of “double reduction”, teachers should study 
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students’ learning situation and teaching materials and their current level through 

“grasping lesson preparation”, pay attention to the recent arena of students’ 

development, and give full play to the leading role of teachers as well as students’ role. 

Secondly, through “grasp the classroom” concept, teachers have to pay attention to 

streamline the classroom content on the basis of grasping the classroom. The classroom 

is the core place for students to learn, and “grasp the classroom” is an effective way to 

highlight the position of students, stimulate their enthusiasm for active participation, 

guide students to carry out inquiry learning, and improve efficiency of classroom 

teaching. Subsequently, “grasp the homework” will guarantee improvement in teaching 

efficiency. Therefore, primary and secondary school teachers in Chenzhou city should 

consider the homework content situational. Homework integrates and assimilates 

classroom knowledge into specific applied situation. It is closely linked to student’ 

learning life, and forms a typical case study or project by processing in the real world. 

Secondly, the homework design operation needs to consider the difficulty progression. 

The assignment is no longer a repetition of knowledge without difficulty gradient, but 

an advanced structured design and the design assignments need to be considered in a 

variety of ways. It is no longer a unified written homework, but an organic combination 

of homework with students’ housework, communication, interview, social experience 

and so on, to form mathematics in life, so as to realize the diversity of homework 

methods [8]. At the same time, “double reduction” is not just a slogan to improve 

quality, the implementation is quite challenging and systemic project that requires 

synergy between government, school and family in participation and common 

construction. If there is no multi-party collaboration, it will be difficult for teachers to 

receive effective guidance and support, and they are bound to become more anxious 

and helpless under the demand of reducing the burden and improving the quality. 

Therefore, can we find a way to promote the collaborative practice of schools, 

government, teachers, and parents, so that the “double reduction” policy can be 

transformed from a confident “knowledge” to a reliable “belief” and finally to an 

effective “action”? This is the key point to reduce the burden and improve the quality. 

On the one hand, from school point of view, we should devote ourselves to integrate 

high-quality education and teaching resources, strengthen teaching and research 

guidance on curriculum and teaching; empower high-quality development with 

information technology, and build efficient classrooms [9], On the other hand, the 

education department should work with women’s federations and other departments to 

run parenting schools or online family education guidance platforms and promote the 

construction of community family education guidance centers and service sites [10], 

Only by integrating the power of collaborative governance inside and outside the 

school building, developing a new ecology of lifelong education for primary and 

secondary school teachers, improving the ability of teachers to know, believe and act 

on the “double reduction” policy, and adjusting expectations for academic progress and 

development based on each student’s personality, we can provide emotional and 

technical support to teachers to confidently and boldly reduce students’ academic 

burden and fully implement the “double reduction” policy. 

The study has following limitations: on the one hand, the sample range and sample 

size are insufficient, the fillers are subjective and random, and there are defects in 

objectivity and conscientiousness; on the other hand, the variable design of the personal 

information of the respondents is not comprehensive, and the factors such as gender, 

age, discipline, educational background, teaching experience, age and marriage of the 

respondents are not fully included and analyzed. The limitation of this study and its 
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discussion can also serve as an important consideration for further scientific research 

on “double minus” problem in the future. 
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Abstract. Curriculum Ideology and politics plays an important role in promoting 

the development of higher education and training talents. This paper reported the 

unique advantages of the ideological education in university physics curriculum. 
Based on the practice of teaching physics, some strategies for the development of 

the concealed ideological education are proposed. Taking physics learning as the 

entry point to carry out ideological and political education, we can cultivate 
student’s moral cultivation and patriotism. Therefore, it is not only beneficial to 

improve the interesting and ideological nature of the class, but also to enrich 

student’s political spirit and build a complete and noble personality. 

Keywords. University physics course, Ideological Education 

1. Introduction 

In 2016 National University Ideological and Political Work Conference, it was clearly 

put forward that "we should make good use of classroom teaching as the main channel, 

and the ideological theory course should be strengthened, enhance the affinity of 

ideological education, meet the needs and expectations of students' growth and 

development. Meanwhile, other courses should keep a good responsibility field, so that 

all kinds of courses and ideological theory courses can go hand in hand, forming a 

synergistic effect"[1]. In the process of human's pursuit of truth and exploration of the 

unknown world, physics shows a series of scientific world views and methodologies, 

which profoundly affect human's basic understanding of the material world, way of 

thinking and social activities [1]. The university physics course based on the basic 

knowledge of physics is a significant compulsory basic curriculum for students of 

science and technology majors. It is necessary to conduct ideological education in 

university physics curriculum [2]. For example, physics experiment is the link between 

theory and practice. University physics course can improve students' interest, mobilize 

their enthusiasm for independent learning, independent thinking and exploration and 

research [3]. At the same time, it can cultivate students' practice and invention. The 

physics class and physics experiments can integrate the curriculum with the ideological 

education well [4].  

This paper explores the use of physics teaching as a carrier to mine the ideological 

and political materials of physics knowledge. We could build a curriculum ideological 
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and political resource platform by improving the ideological and political awareness and 

ability of professional teachers. 

2. The advantages of ideological education in university physics course 

2.1.  Physics course can cultivate students' scientific spirit 

Physics is a science that studies the movement of matter and its laws. It can imperceptibly 

promote students to develop a correct outlook on the world, values and life [5]. Physical 

laws help students to establish basic knowledge of the scientific world, master objective 

laws, and form a scientific way of thinking. Through physics learning, students can 

understand fully the nature of the world. Meanwhile, physics course guide students to 

think deeply and research, and cultivate students' scientific spirit of seeking truth from 

facts and innovation. 

2.2. Display of frontier knowledge of physics, enhance students' patriotism, make 
implicit ideological education logical 

Course is the main channel for activating and guiding ideology. We can introduce some 

cutting-edge physical knowledge, such as electromagnetic ejection and magnetic 

levitation, into the physics classroom. It not only breaks the mystery of high-tech 

products, shorten the distance between students and the frontiers of science and 

technology, but also stimulate students' enthusiasm for scientific and engineering 

invention and patriotism[6]. 

3. The Strategy of Developing Ideological Education in university physics class 

3.1. Clarifying the physics course objectives of ideological education in university 
physics 

Universities should cultivate people who possess scientific literacy, social responsibility, 

national honor [7]. It is indicated that higher education should not only provide 

professional knowledge for student, but also give them guidance and attention in the 

spiritual level. Ideological education should be integrated into the whole university 

physics curriculum, especially in classroom demonstration experiment. We could 

cultivate students' thinking methods and the scientific belief of science. Meanwhile, 

China's scientific and technological development achievements are integrated into 

classroom demonstration experiments, which inspire students’ emotion of patriotism. 

3.2. Establishing the Ideological Resource Bank of University Physics courses 

We should establish the ideological resource bank of university physics course [8]. The 

ideological elements mainly include: socialist core values, education of China's excellent 

traditional culture, craftsmanship spirit, national defense education as well as "FAST", 

"5G technology", "high-speed rail", "electromagnetic ejection", and "large aircraft", 

which are the world's leading characteristics in the field of engineering technology in 
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China. Take the course demonstration experiment as the practice carrier, develop 

relevant classroom discussion, situational teaching and other ways to implement 

ideological education. 

3.3. Integrate ideological education into teaching process 

Introduction of new lessons is the first procedure of teaching. Since the class has just 

started, the students' attention can’t focus on the lesson. If we integrate ideology 

resources into the new lessons time of introducing the new lessons according to the 

knowledge content of this class, it can not only play a role in gathering people's minds, 

creating a good teaching atmosphere, but also increase students' interest and enthusiasm 

in learning. For example, when explaining Bernoulli equation, we introduced the 

demonstration experiment of blowing table tennis floating with a hair dryer. This 

experiment result is contrary to the expectations of the students. At this time, we paid 

special attention to the opportunity to carry out the ideological and political education of 

"practice is the only standard for testing truth".  

According to the actual situation of knowledge content, the ideological elements 

should be properly integrated, so that knowledge elements can become an organic whole. 

The history of physics is also the history of the development of human cognition. In the 

process of knowledge teaching, the background and process of knowledge generation 

should be timely introduced. It is not only beneficial for students to better understand 

and master knowledge, but also can increase their knowledge, experience the hardships 

of the scientific research process, and cultivate the scientific spirit of fearing difficulties 

and daring to explore. When teaching physical knowledge, we should pay attention to 

contact philosophy. Physics is the basis of natural science. Marxist "historical 

materialism" and methodology are based on the cognition of natural laws. Therefore, 

ideological education in university physics courses has unique advantages. When 

teaching the microscopic particle wave particle duality of quantum mechanics, students 

should be guided to think dialectically from the perspective of philosophy. In teaching 

relativity, students should be guided to discuss the law of cause and effect in philosophy 

and follow the trend to carry out the education of Marx's historical materialism. 

3.4. Carrying out Ideological Education in Classroom by Demonstrating Experiments 
and hands-on experiments 

Firstly, the basic knowledge of physics and Marxist dialectical historical materialism are 

organically integrated in university physics class by classroom demonstration 

experiments and hands-on experiments. The experiment points out the opposition and 

unity of contradictions, which enhance students' dialectical view of problems [9]. 

Secondly, through hands-on experiments, students are encouraged to apply physical 

knowledge to solve practical problems, and focus on frontier physics knowledge, which 

could cultivate students' observation and thinking ability, practical ability, and scientific 

spirit of teamwork. Otherwise, the experiments demonstrate the frontier technology 

research achievements in China, which enhance students' self-confidence and national 

pride, and strengthen students' belief in contributing their own strength to the great 

rejuvenation of the Chinese nation. Finally, Ideological Education could focus on 

inspiring students to inherit and carry forward their glorious traditions with the great 

artisans, learn their excellent qualities of hard work and striving for the rejuvenation of 

China, and stimulate students' spirit of innovation and exploration. At the end of the 
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section on resolution of optical instruments, we introduce the 500m aperture spherical 

radio telescope "China Tianyan" located in Pingtang County, Guizhou Province, so that 

students can understand the application of the resolution formula. 

3.5. Promoting interactive communication between teachers and students 

Teachers should target students' physical and mental development stages according to 

the teaching rules of course knowledge, and help students choose the most suitable 

communicate style. In the teaching process, it is only the most basic requirement for 

students to acquire physics knowledge. The real purpose of teaching is to enable students 

to apply the learned physics principles to solve practical problems, apply theories to 

practice, and ultimately promote students' abilities. Therefore, in the teaching process, 

we must not only start from the textbook, but also extend the classroom. In the teaching 

process, we also focused on the relationship between students and teachers. Effective 

communication and exchange are the key factors to completing the goal of ideological 

education [10]. 

In sum, "Ideological education" is a teaching concept, university physics curriculum 

is the main carrier of ideological education. The ideological education of curriculum is 

not an isolated and stiff in the teaching process, teachers should naturally, smoothly and 

effectively spread the corresponding content and concept of "ideological education of 

curriculum" to students [11]. We can achieve a win-win situation of rational knowledge 

learning and perceptual ideological education. Otherwise, teachers themselves should 

constantly improve their political quality, personal accomplishment and patriotic feelings, 

rather than inconsistent empty words and platitudes. This kind of curriculum can really 

move and affect students. The proportion of time for ideological education in the whole 

classroom teaching should be appropriate. The ideological and political time of a class 

should not exceed 15 minutes, and it is better to intersperse it in the teaching process. 

4. Conclusion 

Ideological education is a new requirement put forward by the CPC Central Committee 

for all kinds of courses in universities in the new era. Under this situation, the aims for 

all universities are cultivating students’ moral.  It’s important to achieve ideological 

education throughout the education process. In the university physic class, we should 

clarify the ideological objectives of the physics curriculum, establish appropriate 

ideological elements based on university physics, and achieve moral cultivation in the 

imperceptible influence. Recently, the teaching reform of ideological education in 

university physics is still at the exploratory stage. In the future teaching practice, it is 

necessary to constantly enrich the teaching elements of ideological education, and 

enhance the education quality. 
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Abstract. The translation of intangible cultural heritage (ICH) texts presents 
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1. Introduction 

China’s rich and extensive culture has a history of thousands of years, and with the 

implementation of the “the Belt and Road” initiative, promoting cultural “going global” 

has become an excellent opportunity for cultural development and dissemination [1]. 

Intangible cultural heritage (ICH) is a crucial component of China’s traditional culture 

and its translation serves as a cultural window for foreign exchange. However, due to the 

distinct regional and dynamic characteristics of ICH, its English translation presents 

significant challenges [2]. 

The author uncovered a wide variety of problems in the existing English translation 

corpus of ICH texts during the creation of a parallel corpus. For example, in the 

introduction of local cultural ICH, there are phenomena of excessive transliteration. For 

instance, “英歌” in Jieyang, Guangdong Province was translated as “Yingge” and “雷

剧 ” in Zhanjiang, Guangdong Province was translated as “Leiju”. This simple 
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transliteration fails to take into account the acceptability of the target language readers 

and could not accurately convey the cultural connotation of ICH [3]. Among them, the 

most severe and influential problem on the international dissemination of ICH is the lack 

of term standardization, namely, the problem of confusion in the translation of names. 

The lack of uniformity in translated names in ICH texts indicates the translators’ failure 

in adopting modern translation technology to standardize their translation and also 

implies low translation efficiency [4]. 

Machine translation continuously updates the processing paths and means for natural 

language. The introduction of artificial intelligence has induced machine translation into 

the era of neural network translation, greatly improving translation speed and efficiency 

[5]; Applying the computer-assisted translation system to E-C translation and C-E 

translation has advanced the overall quality to a passing level or above, and enables users 

to basically achieve the communicative purpose [6]; The construction of a bilingual 

parallel corpus has provided the best platform for language research and translation 

research [7]. By constructing and applying a corpus for ICH translation research, 

researchers can more deeply explore and recognize the laws and characteristics of ICH 

texts at the linguistic level, and hence summarize objective and universal principles and 

methods for ICH translation [2]. Using modern translation techniques, including corpus, 

translators can not only achieve terminology unification, but also greatly improve the 

accuracy and efficiency of translation [4]. Corpus and Computer-Assisted Translation 

(CCAT) [1] provides an excellent way for translators to improve the efficiency of 

intangible cultural heritage translation. 

Based on the theoretical concept of CCAT (Corpus and Computer-Assisted 

Translation), this research takes the English translation of introduction text of the 

national ICH as an application case to explore the English translation pattern of ICH 

under the CCAT platform. The corpus used is a national Chinese-English (C-E) bilingual 

corpus of ICH, which contains three million aligned words of ICH corpus, covering 

national ICH corpus texts from more than ten cities across the country [2]. Translators 

can search the corpus for authentic translation examples to assist in translation practice, 

and can also use translation assistance platforms, such as Snowman CAT software and 

Trados software, to assist their translation, aiming to achieve the goal of unifying 

terminology and improving translation efficiency. 

2. Literature review 

Corpus and Computer-Assisted Translation (CCAT), in which Corpus mainly refers to 

bilingual corpus, mainly specialized in bilingual corpus and includes online corpus as 

well, while the computer-assisted part specifically refers to CAT software [1]. The future 

CCAT system will be built as an online platform and connected to idioms, henceforth 

every user of the system, such as the translator, the proofreader, the reviewer, and the 

translation researcher, will belong to the sub platform of the system, sharing the public 

corpus, terminology, and memory database [4]. 

Laviosa [8] pointed out that corpus research has been thoroughly integrated into 

translation research since the early 1990s, and with the development of corpus research, 

it has also exerted a significant impact on the cultivation of our translation thinking 

abilities and translation teaching. The symposium on “Corpus Use and Learning to 

Translate” held in Italy in 1997 opened a new chapter in the application of parallel corpus 

to interpreter training/translation teaching [9]; Since then, foreign scholars such as 

Zanettin (1998:616-630) [10], Bowker (1998:631-651, 2003:169-183) [11][12], Barlow 
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(2000:106-115) [13], Bernardini (2004a: 15-34, 2004b: 97-112) [14][15], and Pearson 

(2007:15-24) [16] have begun to study the application of corpus in translation teaching 

and make teaching attempts. Corpus based translation research started relatively late in 

China, but it has developed rapidly. In 2003, Ye (2003:41-44) [17] explored the issue of 

C-E translation at the lexical level by building an English Chinese parallel corpus. Wang 

(2004:27-32) [18] is recognized as a pioneer in exploring the application of corpus in 

translation teaching, initiating a boom in domestic attempts to use corpus in translation 

teaching. 

The application of corpus and computer-assisted translation systems into 

translation research has caused heated debate in the translation community. The author 

conducted a search on CNKI and the result is listed as follows: Based on “Corpus” and 

“Translation”, 9556 results has been shown; Based on “Computer-Assisted” and 

“Translation”, 2282 results has been displayed; Based on “Corpus and Computer-

Assisted Translation (CCAT)”, 254 results has been exposed. For example, Shen and 

Zhang (2018:254) [19] took the snowman CAT software as an example to explore the 

application of computer-assisted translation software based on parallel corpus in 

translation teaching. They constructed a comparative experimental model and elaborated 

its application in translation teaching, and then proposed an optimized innovation model 

based on the results of the experiment; Zhu and Chen (2015:52) [20] developed a 

computer-assisted translation teaching platform and applied it in translation practice 

teaching. According to visualized research data, few studies have combined computer-

aided translation with the ICH translation pattern for research. However, translation 

research and teaching applications based on corpus and computer-assisted translation 

software have become a research trend, so it has certain exploration significance 

applying corpus and computer-assisted translation in ICH translation research. 

3. Three patterns of the CCAT-based English translation of ICH 

CAT Translation Memory technology stores and classifies diverse and massive language 

data in the form of a technical corpus and corpus and then implement the automatic 

matching during translation. Meanwhile, the main popular CAT tools, such as Trados 

and DejaVu, also provide the function of convenient text content capture [21]. CAT 

software mainly has the following three functions: 1) Managing the translation project, 

facilitating terminology standardization. 2) Avoiding repetitive translation thus to 

improve the translation efficiency. 3) Establishing a matching mechanism hence to 

improve the translation efficiency. 

Based on the self-built national ICH corpus, utilizing existing original texts and 

translations, the research team has formed a translation memory and then updated it in 

real time. When the translator is translating ICH, the computer-assisted translation 

system will automatically search and match the same or similar translation resources 

(such as phrases and sentences) in the translation memory, and then provide reference 

for translators. Therefore, translators only need to focus on the translation of new content, 

which can not only avoid unnecessary repetitive work, but also can ensure the unity of 

the translation of the same content. 

Owing to the fact that national ICH translation materials contain amounts of 

expressions with rich cultural connotations, dealing with culture-loaded words simply 

with CAT model has revealed numerous drawbacks. Therefore, this study will propose 

three patterns of the CCAT-based English translation of ICH: machine translation, 

human-machine interactive translation (combining human and machine translation: 
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human-assisted translation and machine-assisted translation), and human translation, 

based on the terms and special expressions with rich cultural elements in ICH texts. 

3.1. Machine translation 

Machine translation has a relatively high translation speed and efficiency, and has been 

widely used in translation fields with high degree of informative texts. Translation 

software can be adopted directly to translate simple and objective declarative sentences 

with little cultural connotation and plain language in some ICH texts. 

Example 1: 五羊传说(from national level ICH of Guangdong) 

CAT: The legend of the five rams 

The English translation shown in Example 1 is simple and clear, and can be easily 

understood by target language readers, so it can be adopted directly. Then, by searching 

for the English translation of the term “五羊传说” in the network corpus, the author has 

further verified that the term is professional. 

3.2. Human-machine interactive translation 

Machine translation and human translation have their own advantages and disadvantages 

respectively. The advantage of machine translation is its fast speed and high efficiency, 

but some machine translations may be rigid, obscure, and fail to accurately convey the 

cultural connotations of ICH. Although human translation is more accurate than machine 

translation to some extent, it cannot efficiently handle a large amount of translation tasks 

or those emergent tasks. The human-machine interactive translation pattern combines 

both translation methods, complementing each other’s advantages. By making full use 

of parallel corpora of ICH, network corpora, and computer-assisted translation systems, 

translators can conduct human translation to maximize translation effectiveness. 

The human-machine interactive translation includes two main operation modes: 

human-assisted translation and machine-assisted translation. 

3.2.1 Human-assisted translation  

With today’s technological advancements, machine translation still cannot completely 

replace human translation. To achieve a balance between translation quality and 

efficiency, human-assisted translation is necessary. Human-assisted translation should 

be adopted to translate ICH texts with complex sentence structures and little cultural 

connotation but simple and objective declarative sentences. Human-assisted translation 

mainly involves text processing before translation and post-editing after translation. Text 

processing before translation includes adding a subject to sentences without one based 

on context, removing redundant vocabulary, and replacing special vocabulary. Post-

editing includes selecting and replacing words in the translated text and arranging 

sentence structure, etc. 

Example 2: 历史上由唐代宫廷狮子舞里脱胎而来,五代十国之后,随着中原移民

的南迁,舞狮文化传入岭南地区.(National level ICH) 

Text processing before translation: A subject has to be added to the first sentence 

according to the context for there is no subject in it; The chunk “历史上” has been 

removed for the similar connotations of it with the other chunk “脱胎而来”, which was 
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then replaced by another chunk “演变而来” for the later one is more easily been read by 

the machine. Thus the original text has been edited and translated as: 

CAT: It evolved from the palace lion dance in the Tang Dynasty. After five dynasties 

and ten countries, with the migration of immigrants from the Central Plains to the south, 

the lion dance culture was introduced into Lingnan. 

Post-editing: As is recommended in the network corpora, it is more acceptable to 

translate “宫廷狮子舞” as “court lion dance”. According to Chinese history, it is more 

appropriate to translate “五代十国” as “the Five Dynasties and Ten States (907 B. 

C.~960 B. C.)”. Firstly, “五代十国” is a proper noun, hence it should be capitalized. 

Secondly, according to Chinese history, it is not agreeable to translate “十国” as “ten 

countries”. Furthermore, by searching into the network corpora, the author has found that 

in 80% corpus, “五代十国” is translated as “Five Dynasties and Ten States”. Finally, 

adding the time annotation after the expression “五代十国” can help the target language 

readers to understand the history and culture during such a period. Moreover, the 

sentence structure has been adjusted due to the different sentence structures of Chinese 

and English. 

Post-edited version: It evolved from the court lion dance of the Tang Dynasty. After 

Five Dynasties and Ten States (907 B. C.~960 B. C.), the culture of lion dance was 

introduced into Lingnan as the people in the Central Plain immigrated to the south. 

3.2.2 Machine-assisted translation  

ICH texts contain massive terms with cultural connotations, thus, as previously 

mentioned, English translation of ICH terms is deemed as a difficulty. For example, 

there are phenomena of excessive transliteration. For instance, “佛山十番” was 

translated as “Foshan Ten Scenes” and “英歌” of Jieyang was translated as “Jieyang 

Yingge”. Such simple transliteration fails to consider the acceptance of target language 

readers, and cannot accurately convey the cultural connotations of ICH. While machine 

translation of these terms is also not ideal. According to the literature, “佛山十番” is a 

type of folk instrumental music, which belongs to gong and drum music. Therefore, 

“Foshan Percussion Music” is a more appropriate translation. As is recorded in the 

literature, there are several types of “英歌”, including “英歌” (Puning, Jieyang), “潮阳

英歌” (Shantou), and “甲子英歌” (Shanwei), all of which have different 

characteristics for they originated from different regions. Therefore, the adjusted 

translations of “Puning Ying-Ge Dance”, “Chaoyang Ying-Ge Dance”, and “Jiazi 

Ying-Ge Dance” are more appropriate and easier for target language readers to accept. 

To ensure the terminology standardization, avoid repetitive translation of the same 

content, save resources, and ensure the accuracy of translations, translators can adopt 

machine-assisted translation with the help of computer-assisted translation (CAT) tools, 

ICH parallel corpora, online translation, and translation dictionaries. Translators can 

verify their translations of terms via the network materials and Chinese-English parallel 

corpora, and then added the verified terms to the ICH Chinese-English corpus for real-

time updating, hence to standardize the translation of ICH terms through the translation 

memory retrieval and matching. 

3.3 Human translation 

Human translation can be flexibly adapted to specific contexts and grammatical 

requirements. For special expressions with distinct cultural connotations, human 
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creativity in translation can make it easier for the target readers to understand. Based on 

the source content, human translators can create new expressions in the target language 

by combining transliteration and free translation, which can not only help the readers 

understand the source content better but also have a deeper impact on the readers. In fact, 

it is more conducive to the dissemination of Chinese culture. 

Example 4: 主要套路有“采青”, “高台饮水”, “狮子吐球”, “踩梅花桩”等. (National 

level ICH) 

CAT: The main routines include “picking green”, “drinking water from high 

platform”, “lion spits ball”, “stepping on plum blossom pile”, etc. 

The original text contains numerous expressions with rich cultural connotations. 

Machine translation mostly adopts the method of free translation to deal with these 

expressions, and the part of speech of theses expressions in the machine translation are 

not uniform. By searching the relevant information on the internet and then studying the 

translations in the ICH corpus, the author has confirmed the translations of the terms and 

then stored them into the translation memory to update the ICH translation corpus. 

Additionally, the CAT translation reads still too rigid, thus it is adjusted as follows: 

Human translation: They will also represent the set patterns of “Caiqing” (picking 

the green), “Gaotaiyinshui” (drinking on a hathpace), “Shizituqiu” (spitting small balls) 

and “Caimeihuazhuang” (stepping on the staggered pilings). 

In terms of the obscure Classical Chinese rich in the complex traditional Chinese 

cultural elements, human translation is an effective translation strategy.  

4. Conclusion 

In conclusion, this paper highlights the benefits of using modern translation technologies, 

such as corpora and computer-assisted translation systems, on the CCAT platform to 

integrate human and machine translation for the English translation of ICH. The 

proposed translation patterns, including machine translation, human-machine interactive 

translation (combining human and machine translation), and human translation, provide 

effective solutions for different types of ICH texts. The study demonstrates that the 

CCAT-based approach can significantly improve translation efficiency and accuracy, 

ensuring the unification of terminology in translations. 

Moving forward, this research can be applied to other translation fields that require 

creative translation of culture-loaded words, ambiguous language, and professional 

terms. The next step of the research is to apply the ICH corpus in translation teaching 

and construct an ICH English translation teaching platform system under the CCAT 

platform. The proposed new translation teaching modes will be tested through empirical 

research on translation major students, offering valuable insights and guidance for 

research on translation teaching in the new era. 
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Abstract. Taking 194 papers cited by Web of Science in China Sport Science and 

176 citing articles as research object, use scientometrics methods and visualization 
analysis to make the time zone, core author, main institutions, research topic of cited 

literature. Clarify the citations of papers in Sport Science by Web of Science, to 

explore international academic influence of Sport Science. Overall, the international 
academic influence of Sport Science has been continuously promoted, which has 

become an important channel for the international community to understand the 

achievements of sports science in China.  

Keywords: Sport Science; international academic influence; Scientometrics; 
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1.Introduction 

Modern big data analysis tools are rapidly evolving, and scientometrics theory and tools 

are gaining traction in various fields of society, fueled by the emerging technological 

revolution of artificial intelligence and information interaction. Scientometric methods 

based on the logic of intelligent big data algorithms have become more important and 

active in promoting innovative discoveries in modern social science research. Academic 

journals play an important role in spreading academic ideas and strengthening 

information communication by serving as an important platform for displaying academic 

research results [1, 2]. This research focuses on the combined application of 

scientometric methods and modern social science research, and exploring the 

interactivity, coupling, mapping, and complex relationships of modern social science 

research via big data analysis. 

The Chinese sports science journal "Sports Science" is included in the international 

high-level sports literature database, and it has a significant impact on sports science 

research both at home and abroad. Sports Science papers cover a wide range of topics, 

including sports sociology, sports economics, sports medicine, school physical education, 

and sports history, demonstrating hot topics and cutting-edge trends in Chinese sports 

science research. Scholars have discussed the evolution of Sports Science from various 

perspectives such as citation, journal level, and fund support. However, there is still a 

gap in research focusing on the academic impact of Sports Science from an international 
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perspective, which is not conducive to increasing the international impact of Chinese 

sports science journals and limits the application of modern information technology in 

the field of social science research. This paper attempts to compensate for Sports 

Science's lack of an international research perspective through a scientometric analysis 

of the citations of papers published in Sports Science by the Web of Science database 

and its visual presentation, which objectively reflects the journal's panoramic picture, 

academic value, and international influence. 

2. Data sources and research methods 

Scientific knowledge mapping is a relatively new research method in scientometrics and 

informetrics. It is rapidly being used in modern social science research because it can 

display the information structure of related fields in the form of a map and reveal 

knowledge sources and evolutionary laws. The mapping of scientific knowledge is 

primarily based on a special clustering operation of subject words, from which it derives 

the nodes and maps of high-frequency nodes, clustered knowledge groups, and high 

intermediary centers of a specific topic, as well as the hot spots and research frontiers, 

and its main mapping tools include Citespace, VOSviewer, SATI, and Ucinet.We finally 

got 194 articles cited by WOS database after literature search and data cleaning after 

selecting the Web Of Science database search platform, selecting the option of "Cited 

references search," and entering the English title of China Sport Science or China Sport 

SCI in the field of cited works.  

Following the initial de-drying of the data using Notepad+ software, the bibliometric 

software HistCite, Sati, and the visualization software VOSviewer were imported to 

perform a multidimensional metrological analysis and visualization of the cited and 

sourced literature of Sports Science in the WOS database in order to comprehensively 

explore the international citations of Sports Science and its international academic 

influence[3]. Co-word analysis and visualization analysis are the primary bibliometric 

methods employed in this paper. The purpose of the visualization analysis is to 

demonstrate the complex relationship of research topics in the form of graphs and images 

through the quantitative calculation of literature elements, focusing on the key issues and 

mutations of the research object, and providing an important support for understanding 

the research field from its essence. It is a valuable resource for understanding the research 

field[4]. 

3. Analysis of cited literature 

3.1 Time distribution 

The citation frequency is an important index for evaluating the research level of literature, 

and it is an objective reflection of academic journals' knowledge dissemination ability 

and academic influence [5]. Statistics revealed that the WOS database cited 194 papers 

in Sports Science, totaling 337 citations and an average of 1.74 citations per paper. Since 

2003, the number of Sports Science papers cited by the WOS database has increased 

dramatically, with two peaks in 2016 and 2020, indicating that the international attention 

and influence of Sports Science has grown but is not stable.  
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Table 1 lists the top ten most prolific authors and core institutions in the Sports Science 

cited literature. Representative scholars of the cited literature in Sports Science include 

Feng Lian-shi, Hong Ping, Tian Ye, and Zhang Zhongqiu from the Institute of Sports 

Science of the State General Administration of Sports, Wu Yandan from Fujian Normal 

University, Lin Xianpeng from Peking University's School of Management, Zhang Lin 

from Shanghai Institute of Physical Education's School of Economics and Management, 

and Yao Gangyan from Wuhan Institute of Physical Education. The Institute of Science 

of the State General Administration of Sports, Fujian Normal University's School of 

Sports Science, Beijing University of Physical Education, Tsinghua University's 

Department of Physical Education and Research, Shanghai Institute of Physical 

Education, and others are among the key institutions cited in the literature. These 

institutions not only play an important role in Chinese sports science research, but they 

also actively promote international sports research cooperation and academic exchanges. 
 

Table 1 The top 10 prolific authors of cited literature in Sports Science 

 

3.3 Highly cited literature 

Table 2 shows the list of highly cited literature in Sports Science cited by the WOS 

database, among which there are eight papers cited ≥ 4 times. The highly cited literature 

spans the years 2000 to 2012, but the average frequency of citations is low. The average 

citation frequency is far lower than that of comparable foreign journals, indicating that 

Sports Science's international academic influence needs to be increased [6, 7]. The 

majority of the authors of the highly cited literature are well-known sports science 

scholars. The highly cited literature covers a wide range of topics, including macro-level 

content such as the history of sports development, competitive sports, and the 

development of the sports industry, as well as micro-level reflections on national 

physical fitness monitoring, exercise energy expenditure, and meditation training. 

 

 

No. Author Number Unit 

1 
Feng Lian-shi 7 Institute of Sports Science, State General Administration of Sports 

2 

Hong Ping 5 Institute of Sports Science, State General Administration of Sports 

3 

Tian Ye 4 Institute of Sports Science of the State General Administration of Sports 

4 
Wu Yandan 4 College of Sports Science, Fujian Normal University 

5 

Lin Xianpeng 3 School of Management, Beijing University of Sports 

6 

Zhang 

Zhongqiu 

3 Institute of Sports Science, State General Administration of Sports 

7 
Zhang Lin 3 School of Economics and Management, Shanghai Institute of Sports 

8 

Yao Gangyan 3 Wuhan Institute of Sports 

9 

Si Qi 3 Department of Sports Science, College of Education, Zhejiang University 

10 
Xiaoping Chen 3 Department of Physical Education and Research, Tsinghua University 

3.2 Highly productive authors and core institutions 
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Table 2 Highly cited literature in Sports Science (cited ≥2) 

 

4. Analysis of the cited literature 

4.1 Temporal distribution 

The cited literature refers to cutting-edge issues in a specific discipline or research field 

[8]. A total of 176 citations were obtained through data cleaning and careful checking, 

with 297 citations, averaging 1.69 citations per article. Figure 1 depicts the main citations 

published between 2007 and 2016. In 2007, papers in the WOS database began to cite 

Sports Science literature, and the number of citations reached 23 in 2013, indicating that 

Sports Science is becoming an important platform for the international sports science 

community to understand relevant research results in China. 

 

 
Figure 1 Time distribution of cited literature in Sports Science 

4.2 Core authors, countries (regions) and core institutions 

The core authors of the cited literature are analyzed to explore the main author groups 

that enhance the internationalization of Sports Science[9]. The study of the 

country/region and core institutions of the cited literature provides an understanding of 

No. Author Title frequency Issu
e 

1 Tian Yupu A Retrospective and Reflections on the Shifting Strategic Focus 

of Sports Development in New China in the Past 60 Years 

7 2010/01 

2 Han Xiuying, 
Jiang Chongmin 

Mathematical Modeling of the Logical Test Method of National 
Physical Fitness Monitoring Data in 2005 

6 2009/03 

3 Li Yinan, Wan 

Ping 

Analysis Report on the Results of Implementing the Student 

Physical Fitness Standard at Peking University 

5 2005/02 

4 Si Qi Path analysis among psychological factors affecting the stage 

change of exercise behavior among college students 

4 2006/08 

5 Xiong 
Xiaozheng, 

Zheng Guohua 

The Formation, Evolution and Reconstruction of China's 
Competitive Sports Development Model 

4 2007/10 

6 Dai Jiansong, Li 
Jing et al. 

Extrapolation of energy expenditure for walking and daily 
physical activity 

4 2006/11 

7 Kang, Jin-

Young 

Effects of meditation training on post-training anxiety, state of 

mind, and heart rate recovery in American high school swimmers 

4 2000/06 

8 Liu, Weina Revision of the Chinese version of the Simplified State Fluency 

Scale and Simplified Trait Fluency Scale 

4 2012/12 
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the main radiation targets of Sports Science[10].  The core authors of Sports Science 

include Chunqing Zhang and Yanping Duan from Hong Kong Baptist University, Hui 

Zhang and Ruiji Liu from Shanghai Institute of Physical Education, Junpeng Pang from 

Wuhan Institute of Physical Education, and Cardinal, Bradley J. from Oregon State 

University (Oregon State University). The top countries/regions were China with 96 

citations (85.2%), Australia with 6 citations (5.7%), USA with 5 citations (4.6%), and 

UK with 3 citations (2.6%). In terms of the institutional distribution of the cited literature, 

there were 9 institutions with the number of articles ≥3. Among them, Hong Kong Baptist 

University, Hong Kong Institute of Education, Curtin University (Australia), and Oregon 

State University (USA) have cited Sports Science, indicating that Sports Science is being 

recognized by research institutions in the USA, Australia, and Hong Kong, and related 

cooperation The exchange has been increasing. 

4.3 Source Publications 

Lecture Notes in Management Science, Advances in Education Research, Applied 

Mechanics and Materials, International Journal of the History of Sports, and other 

journals are cited in Sports Science. Twenty-nine percent of them were published in 

Lecture Notes in Management Science. The cited literature's source publications are 

related to international conferences such as the International Symposium on Sports 

Science and Engineering, the International Conference on Education and Sports 

Education ESE (International Conference on Physical Education), and so on. 

5. Hot spot clustering analysis of cited and cited literature 

Keywords reflect the fundamental themes of literature research and serve as an important 

foundation for delving into the core research content. Keyword co-occurrence analysis 

is a metric based on text content. The cited literature was imported into SATI and 

VOSviewer, and the high frequency words of literature co-occurrence were extracted to 

create a visual knowledge map of the cited literature and the cited literature (Figure 2). 

Table 3 and Figure 2 depicts the co-occurrence mapping of the cited literature in 

Sports Science, demonstrating a high degree of aggregation among different research 

topics and the formation of interlinked and cross-linked research clusters. Six thematic 

clusters of cited documents are obtained when content analysis and map analysis are 

combined: First, take anxiety-background-combination-control group-experience-

feeling-intervention-physical activity research. The contents include students' 

intelligence characteristics, influencing factors of teenagers' growth and development, 

quality characteristics of excellent athletes, tennis service technology, and so on. Second 

theme is citizen-competitive sport-culture-distribution-feature-history-management-

policy-role, includes sports policy, cultural development, government role, sports 

education, sports policy, public sports service. Third is physical education, with theme 

of application-building-college-cultivation-current-situation-organization-teaching, 

includes sports strategy, physical education training for college students, physical 

education reform, educational policy and strategy, and so on. The fourth is sports 

medicine and training research, with theme of athlete-body function-correlation analysis-

country-examination-height-index-male-region-technique, which includes athletes' 

physical characteristics, intellectual development, sports techniques. Fifth, research into 

social sports, like child-community-competition-family-mechanism-school-sports 
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culture, including leisure sports development, policies, mechanisms, school education, 

community development. 

A thorough examination of the subject clustering of cited and cited documents 

reveals some differences in the research contents of cited and cited documents, but the 

overall research topics are highly consistent. The cited documents in Sports Science 

contribute significantly to the knowledge base and research support for WOS cited 

documents, while cited documents expand existing subject content and research results 

while also significantly improving the cross-border, cross-cutting, and cutting-edge of 

sports science research. 

 
Table 3 High-frequency Keywords in Sports Science (partial) 

 

 

 

 
Figure 2 Keyword co-occurrence network of the cited literature in Sports Science 

 

The measured keywords extracted from the literature show a relatively concentrated 

and hierarchical clustering, forming different research groups and reflecting the core 

content of research. The co-word network of the cited documents in Sports Science is 

analyzed, and it is discovered that the cited documents form several hot clusters. First, 

the research on the development path and mode of sports in China is centered on sports-

sports industry-sports development-sports policy-sporting goods industry, with research 

No. Key words frequency No. Key words frequency 

1 group 17 11 athlete 9 

2 Management 15 12 Role 9 

3 stage 15 13 sports consumption 8 

4 Exercise 13 14 control group 8 

5 physical activity 13 15 sports culture 8 

6 College 12 16 competition 8 

7 country 12 17 intervention 7 

8 Index 11 18 validity 7 

9 Change 11 19 body function 7 

10 Research method 11 20 mechanism 7 
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topics including the development of sports in China, the direction of sports development, 

the formulation of sports policy, and so on. The second is basic theoretical research in 

physical education, with the core being athletes-psychological activities-exercise-sports 

physiology-physique-attention-national quality-burnout measurement, and the research 

topics including sports, sports training, athlete training, and so on. The third is 

competitive sports research, with the core being physical health-sports intervention-

service technology-life care-disabled sports, and the research topics including sports, 

sports training, athlete training, and so on. Fourth, physical education research focuses 

on quality education, urban-rural differences in physical culture, school sports, university 

students, and other core topics. These include physical education for college students, 

physical education curriculum reform, sports research, youth training, and other content. 

Other hotspots include the Olympics, sports risk management, sports public finance, 

sports culture. 

6. Conclusion 

Artificial intelligence and interactive technology have propelled modern metrology into 

a completely new development space. Metrology technology and visualization methods 

play a significant role in promoting knowledge summarization, discovery, and 

interaction in social science research. Data mining of modern scientific research results 

is carried out in this paper using modern metrological tools such as citespace and 

vosviewer, which better present the application value of the research and obtain the basic 

conclusion that the papers published in Sports Science focus on the basic issues and main 

hotspots of Chinese sports science research, and respond to the realistic needs and the 

direction of national sports science development. Furthermore, an econometric analysis 

of Sports Science citations by the WOS database shows that the research level of the 

literature published in Sports Science has improved, the research content has become 

more diverse, and the gap between Sports Science and similar international authoritative 

journals is narrowing, and it has become an important channel for the international 

community to understand Chinese sports science research achievements. 

In future research, it is necessary to further strengthen domestic and international 

collaborative research as well as inter author collaborative research, promote the cross 

integration of different research fields, enhance theoretical innovation in sports research, 

and promote the integration of Chinese sports discipline research with world leading 

sports research. 
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Abstract. This paper catches the key words about Vocational Undergraduate 
Education, machine translation and post- editing (MTPE) in the decade of 2013-
2022, and analyzes their development trends, benchmarks through analyzing the 
current situation of the MTPE course for Applied English majors in Vocational 
Undergraduate Education and the necessity of the course setting with the help of 
VOSViewer software. Preliminary conception and exploration of the elements of 
the MTPE course design ideas, target positioning, course framework and course 
evaluation have been conducted, aiming at responding to the Ministry of 
Education’s curriculum planning for the introduction to Applied English majors for 
Vocational Undergraduate Education--Machine Translation Post-Editing, which 
provides a referential path for talents training and curriculum transformation. 

Keywords. Vocational Undergraduate Education; machine translation post-editing; 
curriculum design 

1. Introduction 

Vocational Undergraduate Education began with the needs of the times of industrial 

transformation and upgrading and labour market restructuring. Skilled technical talents 

cultivation featured with versatile, high-level, and application-oriented characteristics of 

technical skills personnel training requires the development of undergraduate and higher 

levels of vocational education. At the beginning of 2021, the introduction of the 

Administrative Measures on the Establishment of Undergraduate Level Vocational 

Education Majors (Trial) marked the official launch of China’s Ministry of Education 

for the establishment of undergraduate majors in vocational colleges as well as the formal 

establishment of a national system for the major settings in Vocational Undergraduate 

Education. It also marks that Vocational Undergraduate Education has finally moved 

from research to comprehensive practice after years of verification. In September 2022, 

China’s Ministry of Education published a vocational education profession profile (2022 

revision). By comparing applied English majors offered by junior colleges and 

undergraduate ones, it is found that undergraduate education put high requirements for 

the traditional English majors transformation in terms of career orientation, objectives, 

professional competence requirements, professional courses, internship training and 

practice, professional certificates, and continuing courses. “Machine Translation Post-

 
1 Corresponding Author, Hui SUN; E-mail: halleysunny@163.com. 

Modern Management Based on Big Data IV
A.J. Tallón-Ballesteros (Ed.)

© 2023 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA230199

322



Translation Editing (hereinafter referred to as MTPE)” was added to one of the core 

courses, and MTPE project training was put into the internship training session. Those 

changes highlighted the technical skill position, which bring about a clearer professional 

orientation for the field of linguistics in vocational education. The future career positions 

in language subjects are more clearly oriented, with translation as the main line of 

professional competence training and the increasingly urgent requirement for the 

development of technical translation skills. 

 
Figure 1 Developmental of Vocational Undergraduate Education in China 

 
Figure 2 Developmental Trend of Machine Translation Post-Translation Editing 

Inserting key words “Vocational Undergraduate Education”, “Translation ” in CNKI in 

Figure 1 and “Machine Translation Post-Editing” in CNKI in Figure 2, and Comparing 

both of them, whose vertical axis shows ‘Number of Publication(article)’, we can find the 

undoubted facts that:1. Vocational Undergraduate Education indeed has shown great 

booming in China, there are 1231 papers focus on its development, which has provided 

us with great opportunities and hope. However, when the key word MPTE is inserted, we 

find that though the general tendency is uprising, specific researches have shown 

weakness. There are only 372 papers that concentrate on MPTE research. There still exists 

great room for our Vocational Undergraduate Educational teachers to explore. Therefore, 

we resort to the VOSViewer to conduct a relatively thorough analysis of the two key 

phrases: MTPT and Vocational Undergraduate Education, the results have proved that 

more changes and researches are in great need. 

In order to explore the research dynamics and research hotspots of the construction of the 

vocational undergraduate “Machine Translation Post-translation Editing” course in China 

and abroad, an exhaustive crawl of the core database on Web of Science (hereinafter 

referred to as WOS) during the decade of 2013-2022 on issues related to vocational 

undergraduate machine translation post-translation editing was conducted with the help 
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of the visual analysis software VOSViewer, and an econometric analysis was done 

Through in-depth analysis, we can sort out the core disciplinary forces of international 

machine translation research; at the same time, based on author co-citation analysis, 

keyword co-occurrence and emergent word search, we can conduct a detailed study on 

the research hotspots, knowledge base and research frontiers in the field of international 

machine translation. 

 
Figure 3 MTPE for Vocational Undergraduate Education (2013-2022) 

The nodes and font sizes in Figure 3 are positively correlated with the volume of author 

publications; the larger the node, the more influential that author is in the field of 

international machine translation; the thickness of the lines between the nodes is also 

positively correlated with the volume of collaborative publications between institutions; 

the thicker the line, the closer the collaboration between scholars is reflected [1]. This 

section explores the issuing institutions of the selected corpus at a meso level, analysing 

in detail the research capabilities of different national research institutions in the subject 

area of post-translation editing for machine translation. In generating the plots, the 

threshold is set to 2.0 using VOSViewer and the network visualisation section presents 

the main research forces in current international machine translation post-editing research. 

By analysing Figure 3, the MTPE in this decade mainly involves: machine translation, 

translation technology, computer-assisted translation, interactive machine translation and 

so on. The author finds that the MTPE has shown a new trend of interdisciplinary, inter-

university, inter-regional and transnational cooperation. The above keywords point to the 

general direction for the designation of post-translation proofreading courses for 

vocational undergraduates. 

 
Figure 4 Density Visualization on MTPE between 2013-2022 
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When analyzing the visual density section of VOSViewer in Figure 4, we found that this 

decade’s research on MTPE has focused on modules such as pre-translation proofreading, 

eye-tracking, brain-neural machine translation, natural language processing, corpus, and 

post-translation proofreading automation. From the nature of the current research 

institutions, most of those who have made significant progress in the field of MTPE are 

science and technology majors, and the results mainly present two major characteristics: 

firstly, it is easier to develop MTPE in multiple dimensions through the cooperation of 

institutions; secondly, the cooperation between schools and enterprises has led to the rapid 

transformation of research results. How to do a good job in teaching English-Chinese 

translation courses in relation to natural language processing and promote the deep 

development of machine translation post-editing in vocational undergraduate programmes 

is a key point to be explored by the front-line teaching staff of vocational undergraduate 

programmes. 

2. Literature Review 

Since its embryo in the 1930s, machine translation has been continuously evolved and 

updated. In 2015, neural network machine translation (NMT) was on the rise. 

Subsequently, well-known Internet companies such as Google, Microsoft, Sogou, and 

NetEase launched their own neural network machine translation engines, which quickly 

became popular language service products. Researches show that the output quality of 

neural network machine translation has improved significantly compared to that of 

statistical machine translation based on a bilingual parallel corpus translation model. 

However, there are still many common mistakes such as mistranslation, leaking 

translation, contextual inconsistencies, and inconsistent terminology, which are more 

prominent in more detailed vertical fields. Therefore, post-translation editing with human 

intervention has become an inevitable important part after the machine translation finishes 

the translation tasks. 

According to the definition of the Translation Automation Users Association (TAUS), 

MTPE is a complex language process that requires editing the original text automatically 

generated by a machine translation system. Screen [2] states that MTPE usually uses as 

few human resources as possible to achieve higher efficiency than human translation. In 

National Standard (GB/T 40036-2021/ISO18587, 2017) [3], MTPE is defined on basis of 

machine translation results, with the aim of checking the accuracy and comprehensibility 

of machine translation, improving the text, enhancing the readability of the text, and 

correcting errors. The goal of post-translation editing is oriented to be recipients or 

consumers. Therefore, it’ll be acceptable if the recipients or consumers or users think that 

the quality of the translation can meet their own requirements. Therefore, the judgment 

criteria of MTPE quality become more flexible. The types of MTPE can be generally 

distinguished by the degree of human intervention in machine translation. There are two 

main categories, including full post-editing and light post-editing. The outcomes of full 

post-editing should be accurate, understandable, and appropriate in style, using proper 

syntax, grammar, and punctuation, with the aim of producing translations that have the 

same effect as human translation products. Meanwhile, light post-editing may use the 

original machine translation results as much as possible to ensure that no information is 

added or omitted. The light post-editing task is to modify inappropriate contents and 

restructured incorrect or unclear sentences. Professional undergraduate talents focus on 

integrated technical skill management and service ability development for node positions 
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in specialized fields. We propose that post-translation editing in the new MTPE course 

for undergraduate careers focuses on the proofreading of machine translation translations, 

which is closer to light post-translation editing in post-translation editing categories, that 

is, using the original product of machine translation as much as possible then to correct 

obvious errors and make the text easier for readers to understand. The focus of post-

translation editing task is on revising the content of mistranslation, significant cultural 

differences, and reorganizing sentence structures. Light post-editing is post-editing with 

minimal human intervention, so the post-translation editing mentioned in this paper can 

be considered as light post-editing. 

3. MTPE Course Design 

Curriculum building is the foundation for the implementation of talent training and 

development. Liu Chengyou[4] proposed adhering to the guiding idea that Molding High 

Morals and Cultivating Talents Based on People Orientation, Attributes of Vocational 

Education and Higher Education should be integrated into the entire implementation 

process of Vocational Undergraduate Education, and Liu also emphasized that curriculum 

construction should adhere to the basic principles of “combining virtue and skill, placing 

equal emphasis on theory and practice”, “industry-education integration and work-

integrated learning” and “student-centered”. Lu Jiancai[5] emphasized the need to follow 

the rules for cultivating skilled talents, construct a curriculum system and develop courses 

based on analysis of work tasks and professional abilities to refine the course development 

process and deepen the degree of school-enterprise cooperation. Yang Xinbin[6] proposed 

the establishment of a “technology-driven, product carrier, theory-practice integration, 

competency-based” curriculum system, implementation of a three-semester system with 

comprehensive practical courses, deep integration of industry and education, and further 

promotion of the “three teachings” reform, as an entry point and breakthrough for 

deepening content construction and improving the quality of teaching. Vocational 

Undergraduate Education should reflect the rank of undergraduate level on basis of 

adhering to professionalism. The course content requires deepening the knowledge study 

of technical theory, the cultivation of technological innovation ability, and the training of 

research and practical competence. From our point of view, the study conducted by Liu 

Chengyou[4] and Lu Jiancai[5] only provides the basic principles and guiding ideas for 

curriculum construction, no deep illustration and comments on course settings and 

strategies. Then, the course structure proposed by Yang Xinbin[6] highlights the 

professional characteristics of integrating industry and education, emphasizes the work 

procedures such as occupation, position, technology, skills, product and competence. 

Yang’s discussion is relatively comprehensive and systematic, which has the practical 

reference value to some extent, and can be applied to the design of the MTPE course. 

Therefore, we propose MTPE course ideas and framework featured with “Light post-

editing technique driven, Applied translation product carrier, Translation theory-practice 

integration, Translation competence training targeted” (see Fig 5). 
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Figure 5 MTPE Course Design for Vocational Undergraduates 
A. Light post-editing technique driven 

MTPE in Vocational Undergraduate Education is light post-editing. Driven by the 

language service industry and enterprise technology applied criteria, MTPE course design 

should start from analyzing certain technical fields involved in the translators’ work, 

analyze their relevant technical knowledge, then select and organize course content based 

on the work process and technological innovation process of the translators’ post-

translation editing practice. Meanwhile, the breadth and depth of technical knowledge 

should be laid emphasis on reaching the undergraduate level, that is, theoretical 

knowledge range may mainly cover from machine translation, post-translation editing to 

computer-aided translation, combining “vocational character” with level” while adhering 

to the professionalism. 

B. Applied translation product carriers 

When we develop vocational undergraduate MTPE courses based on post-translation 

editing platforms, some points need to be paid attention to. First, it is necessary to pay 

attention to select the typical post-translation editing platform, so that the platform can 

integrate the main technical knowledge of professional learning, and can be representative 

in the language service industry and enterprise production to ensure the integrity of 

translation technical knowledge learning. Second, it is essential to conduct practical 

process analysis based on post-translation editing platforms, which may include machine 

translation engine selection, post-translation editing strategy selection and terminological 

database application to ensure the matching between MTPE course and future work. 

Third, after post-translation editing practices, it is necessary to restructure course 

knowledge and competence system, design the relevant teaching and learning modules 

and form course framework and plan to ensure the inner logicality and systemization 

according to the whole MTPE task requirements. 

C. Translation theory-practice integration 

The integration of theory and practice in post-translation editing and proofreading of 

machine translations does not negate the importance of theoretical learning, but on the 

contrary, for Vocational Undergraduate Education, theoretical learning of translation 

should be of considerable breadth and depth; “technical practice” is a prerequisite for 

“theoretical learning of translation”, which is the result of “technical practice”, i.e. 

practice-oriented learning. The main position of practice in course of integration of theory 
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and practice can better realise the unity of teaching objectives in terms of results and 

performance, and the unity of teaching implementation in terms of integration and 

contextualization. 

D. Translation competence training targeted 

The key element of MTPE course design is based on the core attributes of the subject. It 

is necessary to construct a translation technical competence model with Chinese 

characteristics that conforms to the foreign language talents training standards of 

Vocational Undergraduate Education. Wang Huashu and Wang Shaoshuang[7] believed 

that modern translators' translation competence included basic computer competence, 

information retrieval competence, CAT tool application competence, terminology 

competence and post-editing competence. Wang Shaoshuang and Qin Jianghua[8] built a 

translation technology knowledge framework composed of ten major sections, including 

basic knowledge, search technology, corpus technology, machine-assisted translation 

technology, machine translation technology, localization technology, terminology 

management technology, technical document writing, translation management 

technology, and other auxiliary technologies. Cui Qiliang[9] proposed that translators' 

technical competence should consist of information technology application competence, 

translation technology application competence and translation management technology 

competence. Based on the above analysis, we believe that the translation technical 

competence of vocational undergraduates should consist of four aspects which are basic 

information technology competence, CAT tool application competence, post-translation 

editing competence and translation project management competence (see Fig 6). Basic 

information technology competence includes basic computer competence and network 

search competence. CAT tool application competence includes the ability to use CAT 

tools, corpus technology, terminology management technology, quality assurance 

technology to complete actual translation tasks. Post-translation editing competence 

includes the use of machine translation technology, mainstream post-translation editing 

platforms and translation competence to complete post-translation editing tasks. 

Translation project management competence includes the ability to efficiently complete 

large-scale translation projects by using project management technology and team 

collaborative translation technology. 

 
Figure 6 Translation Technical Competence of Vocational Undergraduate Education 
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4. MTPE Course Orientation 

The Vocational Education Professional Profile (2022 Revision) [10] states that the 

vocational undergraduate applied English majors aims to train talents with high-level 

technical skills for comprehensively developing morality, intellect, physical work, 

beauty and labor abilities, mastering solid scientific cultural knowledge, English 

language foundations, basic translation theories and commonly used translation methods, 

knowledge of international trade business and relevant laws and regulations, owing 

strong language expression ability, on-site interpretation and data translation ability, 

foreign-related business processing, having the professionalism and information literacy 

of excellence, and being capable of excellence in business English translation, post-

translation editing of machine translation, international business and foreign trade 

business. The national standard (GB/T 40036-2021/ISO18587, 2017) [10] proposed six 

competencies for post-translation editors, including translation competence, language 

competence and word processing competence by using source and target languages, 

competence to research, obtain and process information, cultural competence, technical 

and domain competence. Feng Quangong and Liu Ming [11] proposed a three-

dimensional model of post-translation editing competence that includes cognitive 

dimension, knowledge dimension, and skill dimension, which is also in line with national 

standards for post-translation editing ability. Based on this, as a core professional course 

and internship training practice course for applied English majors, we believe that the 

general goal of MTPE course needs to combine the two dimensions which are English 

major standards for vocational undergraduates and national standards for post-translation 

editing competence in order to cultivate students to understand the development of the 

language service industry, market demand and post-translation editing competence, 

master translation project management workflows, and be proficient in using mainstream 

post-translation editing platforms to apply practical post-translation editing competence 

into machine translation projects (see Fig 7). 

 

Figure 7 MTPE Course Orientation for Vocational Undergraduates 

5. MTPE Course Framework 

MTPE course can be conducted in various forms of teaching activities according to the 

characteristics of language major talents training model, current teacher status and 

development, teaching equipment and environment and depth of school-enterprise 

cooperation. Specifically, MTPE course can be divided into three model frameworks, 

that is, independent core course model, embedding translation course model, and 

internship training week course model. 

A. Independent Core Course Model 
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Although post-translation editing seems to be editing machine-translated texts, in terms 

of the actual process of post-translation editing, the extension of post-translation editing 

should be widened to take pre-translation editing, post-translation editing, and general 

competencies into the overall systematic considerations. In detail, it should cover the 

cultivation of pre-translation text editing competence, post-translation text editing 

competence, and basic general competence. The independent setting of professional core 

courses generally requires 2 credits and 32 hours. For details, we can refer to Zhong 

Wenming [12] "Post-translation Editing Course Teaching Module" for adjustment 

setting. (see Table 1 for details) 
Table 1 “Post-Translation Editing” Independent Core Course Model 

 
Competence  Module  Content Hour 

Pre-translation 

text editing 

competence 

Machine translation 

fundamentals 

A brief history of machine translation;  

The concept of machine translation;  

The similarities and differences between MT and CAT; 

2 

Common quality problems in 

machine translation 

Common errors in current machine translation;  

Causes of machine translation errors;  

Methods for quickly locating common problems in 

machine translation 

4 

Machine translation quality 

assessment 

Indicators and methods for quality evaluation of 

machine translation 

2 

Core skills for pre-

translation editors 

The purpose and role of pre-editing;  

The main strategies of pre-editing at the level of 

sentences, phrases and words (such as terminology) 

4 

Mainstream post-editing 

tools/platforms 

Online post-editing platform;  

Use of machine translation quality assessment tools;  

New interactive machine translation, integrated TM 

machine translation and automatic optimization of 

machine translation 

2 

Editing 

translated text 

competence 

Principles of post-editing 

theory 

The development history and industry status of post-

translation editing; The general principles and business 

scenarios of post-translation editing 

2 

Core skills of post-editing Evaluation criteria of post-translation editing quality;  

Main strategies of in-depth post-translation editing;  

Main Strategies of Lightweight Post-translation Editing 

4 

Post-translation editing 

project practice 

Post-editing practices for documents in specialized fields 

(such as electronic information, technology, etc.) 

6 

Basic 

linguistic 

general 

competence 

Project management Project feasibility assessment, quotation and machine 

translation engine selection;  

Project time management/quality management/risk 

management 

2 

Translation and intercultural 

communication 

The role of translation ability in post-translation editing; 

Subject domain knowledge;  

Intercultural communicative competence 

2 

General skills of translation 

technology 

Basic text and image processing;  

Information retrieval;  

Office office basics 

2 

 

B. Embedding translation course model 

In the early stages of course development, it is possible to explore post-translation content 

embedding models, so that traditional translation courses can be gradually transformed in 

the direction of language technology. Take the school-enterprise cooperative course 

between Shanghai Technical Institute of Electronics & Information (STIEI) and Shanghai 

Yizhe Information Technology Co., Ltd (YiCAT) as an example (see Table 2). The 

embedded content mainly includes six modules with 12 hours in whole. This content is 

taught by YiCAT staff who are sent to assist the STIEI in-class teaching activities. The 

first five modules focus on knowledge explanation to help students establish a knowledge 

system for machine translation and post-translation editing to cultivate students' post-
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translation editing awareness. The sixth module simulates “Post-translating Science and 

Technology News on the YiCAT Platform” as a case project simulation, uses the current 

YiCAT online translation management platform retriever to complete post-translation 

editing of texts in the field of news technology, then exports and submits task reports in 

the platform. 
Table 2 Post-translation editing course embedding in “Occupational English Chinese Contrastive 

Translation Course” 

Module Content Hour 

A brief history of the machine 
translation development 

Development, classification, working principle and 
application field of machine translation 

2 

Overview of machine 
translation quality evaluation 

Common errors in machine translation; 
Classification, content, criteria and methods of 
machine translation quality evaluation 

2 

Call of machine translation in 
CAT tools 

The use of mainstream CAT tools； 

The choice of different machine translation 

engines； 

The retrieval of machine translation in CAT tools 

2 

AI technology combined with 
machine translation 

New interactive machine translation； 

Integrated TM machine translation； 

Automatic machine translation selection 

2 

Common error types and skills 
in post-editing 

Post-editing competence; 
Common strategies and skills 

2 

Practical exercises for post-
translation editing projects 

Post-translation editing of technology news on the 
YiCAT platform 

2 

C. Internship Training Week Course Model 

Internship training course is the feature of vocational education, which aims to help 

students improve their skill level, refine the quality of students' will, and serve students' 

all-round development. Internship training is generally conducted and run on a continuous 

teaching week. After preliminary exploration of the course implantation model, because 

of the epidemic influence in Shanghai in early 2022, STIEI Spring Teaching Courses were 

all transferred to online classes. The 2-week 60-hour MTPE course was adjusted to the 

“Friday+Weekends” intensive training model, completed in rotation over three weeks, 

with the aim of cultivating students' post-translation editing awareness and improving 

students’ practical ability. (See Table 3 for details) 
Table 3 MTPE Training Week Course 

Module Time Content Hour 

Machine-aided 
translation platform 
cognition 

Friday Introduction to computer-assisted translation 
concepts; 
Main functions of computer-assisted 
translation tools; 

Translation memory 

4 

Saturday Introduction to online translation 
management platform; 
Introduction to YiCAT platform; 
YiCAT online practice (1): project creation, 
configuration, simulation translation and 
review 

8 

Sunday YiCAT online practice (2): Teachers 
distribute classroom practice assignments; 

students intend to be familiar with the 
process of project creation and editor use; 

students complete the training 
assignments independently 

8 

Friday YiCAT Training Homework Comments; 4 
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Simulated 
translation project cases 

Project Management Knowledge 
Introduction; 
Translation Project Management 
Introduction 

Saturday Translation project management Task (1): 
team creation, team collaboration 
translation, translation submission and 
export 

8 

Sunday Translation project management 
assignments (2): Translation project process 
summary, project analysis report production, 
teacher-student communication and teacher 
comments 

8 

Post-translation 
editing project practice 

Friday Introduction to the development history of 
machine translation; 
Introduction to post-translation editing 
concepts and categories; 
Explanation of common machine translation 
errors and revision strategies 

4 

Saturday Post-translation editing assignments are 
distributed; 
Teachers demonstrate post-translation 
editing operations on the YiCAT platform; 
Students practice post-translation editing 
assignments 

8 

Sunday Teachers review the difficult points of post-
translation editing based on student work 
reviews; 
Students revise the translation according to 
the review suggestions, and answer 
questions about the homework 

8 

6. MTPE Course Assessment 

Whether it is independent core course model, embedding translation course model, or 

internship training week course model, MTPE course assessment should be focused on 

the general objectives and course orientation, emphasizing assessing students' technical 

knowledge reserves of translation technology, translation project management workflow, 

and practical competence to use mainstream post-translation editing platforms to conduct 

post-translation editing projects (see Table 4). A comprehensive evaluation can be made 

based on students' classroom attendance, group project work, pre-course preview, in-class 

discussions, post-course exercises, post-course preparation, in-class discussions, post-

course practical exercises, and post-translation editing project completion quality. 
Table 4 MTPE Course Assessment Form 

Content Translation technical 
knowledge reserve 

(Machine 
translation, post-editing, 
computer-aided 
translation, corpus, 
terminological database) 

Translation project 
management workflow 

Post-translation 
editing project practice 

Proportion 15% 25% 60% 
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7. Conclusion 

Under the guidance of Vocational Undergraduate Education, foreign language major 

settings are aimed at new business formats, new models, and new occupations, bringing 

great prospects for language service industry and MTPE market. The establishment of 

MTPE course for vocational undergraduate applied English major is still in its infancy. 

This paper proposes preliminary thought on the four basic elements of building vocational 

undergraduate MTPE courses. However, there is still a limit in the curriculum system, 

teaching equipment and resources, MTPE teacher team building, and integration of 

industry and education. It is our expectation that more experts and scholars may turn their 

attention and help applied English major and MTPE course development of Vocational 

Undergraduate Education, making contributions to the construction of China's modern 

vocational education system. 
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Abstract. This paper surveyed 589 farmer families from three different areas in 
Western China to analyze the influence of the targeted poverty alleviation policy on 
livelihoods of low-income families. We can conclude that the policy has led to an 
obvious increase in the total income of low-income families, as well as positive 
effects on those poor families who rely on agriculture and government subsidies. 
Yet the policy showed little impact on low-income families that rely on non-farm 
income. The program has also encouraged farm families to increase their various 
sources of capital stock. Hence, we suggest that the Chinese government institute 
policies that provide more balanced growth and support a more sustainable 
development path for the rural economy and society. This might involve increasing 
human capital, increasing rural employment, and promoting a more efficient 
allocation of rural resources. 

Keywords. Targeted poverty alleviation, livelihood, influence 

1. Introduction 

The Chinese government has been focusing on the alleviation of poverty in fourteen 

extremely poor areas for a long time. Three of these areas are the Qinba Mountain Area, 

Liupan Mountain Area and Tibetan Area, which span many provinces in north-west 

China. Poverty is widespread in these areas and there are many economic challenges. 

Since the implementation of the targeted poverty alleviation policy in 2014, the life 

pattern of farmers and herdsmen in these areas has changed markedly. An important part 

of the program is the use of residence officers who live in the rural areas and research 

ways of improving livelihoods. They develop improvement plans that involve 

distribution of farm inputs, improvements in technology, and even distribution of 

clothing and food. As a result of these efforts, rural livelihoods have been improved. but 

it is not clear that these investments have generated sustainable increases in the economic 

status of poor farmers. This is a significant issue not only for researchers but also the 

Chinese government. The long-term, sustainable effects of these policies is vitally 

important to future poverty alleviation schemes.  

Chinese scholars have documented and explained the poverty problem [1] (Zhou 

2002); focused on specific anti-poverty policies and actions [2-5] (Hong 2003, Zhu 2004, 
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Du 2005, Xiang 2013); researched ways to measure and construct the poverty index [6] 

(Lu 2007); and assessed the achievements of the poverty alleviation programs [7-11] 

(Wei et. al. 2017, La et. al. 2018, Ni et. al. 2018, Hu et. al. 2017, Zhang et. al. 2017). But 

research that analyzes the effect of targeted poverty alleviation interventions on the 

livelihood of low-income families over time and space remains relatively unexplored. 

This research examined 38 villages from the Qinba Mountain, Liupan Mountain, and 

Qinghai Tibetan Areas and acquired detailed farmer data from interviews in 2016 and 

2017. We use the difference in difference (DID) model to analyze the economic changes 

between targeted and non-targeted families before and after the targeted poverty 

alleviation policy. The goal of this research is to make a valid assessment of the effects 

of the targeted poverty alleviation policy in these areas. The research will also explore 

sustainable development methods for low-income families to see whether China’s 

overall development goals are being met. 

2. Literature Review 

Analyses of targeted poverty alleviation policies mainly focus on the objectives of the 

policy and an assessment system for measuring results. The World Bank (1996), United 

Nations (1997), Asian Development Bank, Organization for Economic Cooperation and 

Development, Overseas Development Agency, and German Technical Assistance 

Company have all made great efforts in assessing poverty policies. Based on Chinese 

national data, Yang (2011), Zhang and Wang (2013), Hu and Fan (2014), Bai and Li 

(2013), Wang (2015) explored and developed an effect assessment system for targeted 

poverty alleviation based on Chinese national data [12-16]. Bai and Li (2013), Wang 

(2015), Liu and Chen (2016), Qing et. al. (2010), Ma (2002) did similar work based on 

the regional data [15-18].   

Santa Clara City，California，brought about the comprehensive performance model 

(CPM) of assessment for poverty alleviation in 1998. This model includes three aspects: 

defining the mission, establishing goals, developing performance measures [19] (DJ 

Bernstein,2000). Ravallion (2008) used the propensity score matching (PSM) method to 

assess poverty alleviation efforts of developing countries, which emphasized the 

importance of methods and data collection for these assessments [20]. Habibov (2009) 

used the data envelop analysis (DEA) method to measure the influence of poverty 

reduction projects on poverty incidence [21]. Park (2009) used the matching method and 

panel data to analyze the influence of public financial poverty alleviation projects on low 

income and rural families, and concluded that these projects had not increased the income 

of these very poor people [22]. 

The assessment systems for targeted poverty alleviation developed by the academic 

world are comprehensive but too complicated and it lacks systematic valuation. This 

paper uses the relatively comprehensive and systematic sustainable livelihood theory 

established by Chambers and Conway in the 1980s. The Department for International 

Development (DFID) developed the sustainable livelihood frame in 1990 and Scoones 

perfected this framework to be more organized and simplified. This research will bring 

together Chinese and international theory and assessment methods using the difference-

in-difference (DID) model to provide a more accurate analysis of targeted poverty 

alleviation policies. 

Among all the theories of livelihood, the sustainable livelihood framework designed 

by DFID is relatively comprehensive by dividing livelihood assets into five aspects 
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including nature, material, financial, human, and social capital. Natural capital means the 

land, water and biological resources that can be used to maintain human livelihoods, 

including renewable and non-renewable resources. Material capital means assets created 

through the productive progress of humans, including housing, infrastructure, means of 

production and equipment. Financial capital is the most convertible form of capital 

including cash, cash equivalents and credit capacity. Human capital is the knowledge, 

skills, labor capacity and physical condition that people reach through various 

investments and strategies. Social capital is the process system that is formed through 

social networks. Poverty and vulnerability are created by imbalances within the five 

livelihood capitals. Therefore, by internal development and external intervention, the 

livelihood capital structure of farmers can be perfected so that sustainable development 

is attained by disadvantaged groups. 

Key findings from Chinese research on livelihood change is that internal and 

external factors must change to improve farmer well-being. Li, Li and Zuo (2004) 

formulated the livelihood paths of farmers and point out that there are many ways for 

improvement –  expanding agricultural operations to utilize available family labor, 

exiting farming and moving out of the community, cooperating with other farms in 

concentrating agricultural production to attain scale, and diversifying their employment 

beyond agriculture. Qin and Mao (2009) agree that there are various ways to promote 

livelihood change for Chinese minorities [23]. Meng (2008) suggest that factors 

including ecology, technology, history and culture can influence the livelihood change 

of the Shui nationality [24]. Tian (2011) believes that the livelihood pattern of the Tu 

nationality changed based on the adaptation of local ecological environment to the social 

environment of Tibet and China [25]. Liu (2012) discovered that climate change had 

influenced the livelihood of farmers and herdsmen according to on-site research of stock 

farming and agricultural production in Erdos [26]. 

3. Data Sources, Research Technique and Variable Selection 

3.1. Data Sources 

Data used in this research come from surveys (taken in 2016 and 2020) of 589 farmers 

in Qinba Mountain Area and Liupan Mountain Area in Gansu Province and Qinghai 

Tibetan Area. The farmers were chosen randomly from a geographically stratified 

sample of the areas. The research area includes 6 counties and 29 villages. In the sample 

are 372 targeted families and 217 non-targeted families. We acquired the criteria for the 

targeted poverty alleviation program and basic information about the villagers from the 

data archives, but the data used in the analysis come from the questionnaires and in-depth 

interviews.  

Qinba Mountain Area and Liupan Mountain Area encompass subtropical humid, 

subtropical semi-arid, subtropical monsoon and mainland monsoon climates. The mean 

annual precipitation is 358mm and the mean by villages varies between 335 and 450 mm. 

The sample villages are mainly in mountainous regions and hilly lands in remote 

locations. The climate in Qinghai Tibetan Area encompasses inland semi-arid and 

plateau continental climates. The average elevation of sample villages is over 2860m and 

the annual average temperature is 3.27℃, varying between -1.2℃ and 7.8℃. The mean 

annual precipitation is 358mm and the village average varies from 335mm to 450mm. 

The villagers in all three areas live in very dispersed areas and public infrastructure lags 
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other areas in China. Communications is limited between these villages and the outside 

world, and economical and social development lags. During the survey, we also 

interviewed village heads, model farmers and other village leaders to collect data that are 

hard to acquire from questionnaires, such as basic village and infrastructure conditions. 

Furthermore, we used these sources to cross validate the data collected from the surveys. 

3.2. Sample Description 

The data for the research come from the questionnaires collected from the 29 villages of 

this project. During the field research, the project team gave out 600 questionnaires to 

farmers and the number of valid questionnaires is 589, an effective rate of 98.17%. The 

questionnaires included information on whether it was a targeted poverty alleviation 

family, its location, and gender, age and education level of the family members. The 

statistics of the sample include: 372 targeted poverty alleviation families and 217 non-

targeted poverty alleviation families. The age of interviewees was: 2.2% less than 29 

years old; 11.2% aged between 30 and 39; 30.7% between 40 and 49; 27.7% aged 

between 50 and 59; and 28.1% aged 60 and over. For the education level: 16.5% of the 

interviewees had no elementary school diploma; 41.8% had an elementary school 

diploma; 31.3% had a junior high school diploma; and 10.2% had a senior high school 

or higher diploma. We also checked whether the data collected from the questionnaires 

had good intrinsic consistency. The result showed that the Cronbach’s Alpha and the 

KMO value are all higher than 0.8, which means that the sample data have good intrinsic 

consistency. 

3.3.  Research Methods 

This paper uses the difference in difference (DID) model to analyze the influence of the 

targeted poverty alleviation policy on farmer income. By comparing changes before and 

after the implementation of the policy for households covered by the policy and those 

not covered by the policy, the result of targeted poverty alleviation can be assessed. The 

basic idea is to divide the samples into two groups, the first group is the treatment group, 

which is influenced by the policy, while the second group is the control group, which is 

not affected by the policy. The DID estimator is the difference in change in certain factors, 

such as income, between the treatment group and the control group. 

Let group A stand for the treatment group, and group B stand for the control group. 

The dummy variable, D, identifies the control group, so when D=1, it means the 

household participated in the poverty alleviation program, and when D=0, it means they 

did not participate. The dummy variable, T, identifies the time period, so when T=0, it is 

before the policy implementation, and when T=1, it is after the policy implementation. 

Thus, the regression equation for analyzing the influence of the targeted poverty 

alleviation policy is: 

� = �� + ��� + ��� + ���� + �                             (1) 

TD is the product of the two dummy variables and  is the disturbance term, which 

is assumed to be randomly distributed with mean zero and constant variance. For farmers 

in the control group, when D=0, the model can be expressed as  Y = �� + ��� + � , 
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therefore, the income of farmers in the control group before and after the implementation 

of the policy can be expressed as: 

� = � ��, �	    � = 0

�� + ��, �	  � = 1
 

The average change of income for the control group from the targeted poverty 

alleviation policy is: 


�		1 = ��� + ��� − �� = �� 

For the treatment group, when D=1, the model can be expressed as Y = �� +

��� + �� + ��� + �, therefore, the income of farmers in the treatment group before and 

after the implementation of the policy can be expressed as: 

� = � �� + ��, �	  � = 0

�� + �� + �� + ��, �	  � = 1
 

The average change of income for the treatment group from the targeted poverty 

alleviation policy is: 


�		2 = ��� + �� + �� + ��� − ��� + ��� = �� + �� 

An important assumption of the DID model is that the without policy effect, the 

treatment group and control group should have the same average effect. Hence, the net 

effect of the targeted poverty alleviation policy on low income families can be shown as 

the TD parameter, �� , the DID estimated value. It measures the effect after the 

implementation of the policy, also known as the net policy effect.  

The fixed effect model is used in order to control for other factors during the process 

of empirical analysis: 

��� = �� + ���� + ���� + ������ + ��
�� + ���                   (2) 

In the equation above, � stands for farmers and � stands for time. The income of 

farmer � in time � can be expressed by ���, the group dummy variable �� was used 

to measure whether the farmers joined the policy. When ��=1, it means that farmers 

participated in the policy, when ��=0, it means the farmer did not. The time dummy 

variable �� stands for the period before or after the implementation of the policy. When 

�� = 1, it means after the policy and when �� = 0, it means before the policy. The ���� 
coefficient is the DID estimate of the policy’s effect on farmer income. 
�� is a set of 

control variables that influences income change.  

3.4. Variable Selection 

Dependent variable. The main object of the research is to explain farmers livelihood. The 

livelihood of farmers in the study area come from agricultural livelihood, non-

agricultural livelihood, and government-supported livelihood that relies on subsidies. 

Total family income of farmers was used to measure the alleviation effect; agricultural 

income was used to measure agricultural livelihood; non-farm income was used to 
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measure non-agricultural livelihood; and policy income was used to measure 

government-supported livelihood. 

Control variables. Livelihood theory suggests that the main factors that affect farmer 

livelihood assets, which includes natural, material, financial, human, and social capital. 

Measures of natural capital include per capita family land area, the condition of the trees 

and grassland, and the subjective condition of the natural environment. Material capital 

includes value of fixed assets, the living space, and housing structure. Human capital 

includes the household’s labor force, education level, and health condition. Social capital 

includes the neighborhood’s subjective condition, farmers’ participation in the village 

committee, and the infrastructure’s condition. Definitions for all the explained and 

control variables are given in Table 1.   

Table 1. Definition of major variables in DID model. 

Name  Measure Explanation 

Explained 
Variables 

Effect of targeted poverty alleviation 
policy (Y) 

Total family income  

Agricultural livelihood (Y1) Agricultural income 
Non-agricultural livelihood (Y2) Non-farm income 
Government-supported livelihood (Y3) Subsidy income 

Explaining 
variable  

Treated Experimental group =1, control group=0 

Time Before experiment=0, after experiment=1 

Control 
variables 

Family arable land per capita (X1) Agricultural acreage/family population 
Condition of trees and grasslands (X2) More=0.9, no change=0.6, less=0.3 

Condition of natural environment (X3) 
Excellent=1, better=0.75, general=0.5, 
poor=0.25 

Family fixed assets value (X4) Observed value 
Living space (X5) Observed value 

Housing structure (X6) 
Brick-concrete=1, post and panel=0.75, 
civil structure=0.5, makeshift house=0.25 

Family cash holdings (X7) Observed value 
Farmers debt and credit availability (X8) Have ability=0.9, hard=0.6, no ability=0.3 
Total family labor force (X9) Observed value 

Householder education level (X10) 
University=4, senior high=3, junior high=2, 
elementary=1, no school=0 

Health condition (X11) 
Good=1, chronic=0.75, other=0.5, 
disabled=0.25 

Neighborhood condition (X12) Good=0.9, common=0.6, bad=0.3 

Participation in village committees (X13) 
Often=1, occasionally=0.75, seldom=0.5, 
never=0.25 

Infrastructure condition (X14) better=1, no change=0 

3.5. Descriptive Analysis of Variables 

Table 2 provides the survey results by province, Qinghai and Gansu. The income figures 

show that there is a great difference between the farmers surveyed in the two provinces. 

Total household income for the Qinghai respondents was 58,572.52 yuan before the 

poverty alleviation program and 78,534,54 yuan after the program (an 8.52% increase). 

Over 76.58% of the total household income for the Qinghai respondents was from 

agriculture. Total household income for the Gansu respondents was 26,536.62 yuan 

before the poverty alleviation program and 38,104.36 yuan after the program (a 10.9% 

increase). Over 87.48% of the income from these farmers comes from non-farm activities, 

their agricultural income did not increase as much as their total household income. 

Total household income for total respondents was 41,257.32 before the poverty 

alleviation program and 50,532.2 after the program (a 5.63% increase). Over 53.48% of 

J. Ma and Q. Hou / Influence of the Targeted Poverty Alleviation Policy on the Livelihood 339



 

the income from these farmers comes from non-farm activities. The income-earners in 

these households are mostly migrant workers, though they do have farm plots and herd 

livestock.  

Table 2. Survey results by province. 

area period 

Per capita 

disposable 

income (¥) 

Household 

agricultur

al income 

(¥) 

Household 

non-farm 

income (¥) 

Family 

policy 

income (¥) 

Total 

household 

income (¥) 

Qinghai  
Before 

experiment 
15797.57 36346.67 13568.51 8815.32 58572.52 

After experiment 19888.00 44308.56 21567.98 12658.00 78534.54 

Gansu  

Before 
experiment 

6508.00 4407.42 24979.23 1375.59 26536.62 

After experiment 9341.00 4785.18 31699.65 1619.54 38104.36 

total 

Before 
experiment 9993.73 16392.61 20697.37 4167.35 41257.32 

After experiment 13299.05 20582.10 24188.38 5761.71 50532.20 

Table 3 shows summary statistics of the entire sample. Household income for the 

sampled farmers increased from 45,028.35 yuan to 64,608.55 yuan from 2016 to 2020.  

So, household incomes were 19,580.2 yuan higher, a 43.48% increase. Agricultural 

income increased from 15,808.7 yuan to 30,055.48 yuan; non-agricultural income 

increased from 25,521.4 yuan to 30,854.82 yuan; and policy income increased from 

3698.25 yuan to 3698.25 yuan.  

Table 3. Index and the descriptive statistics. 

Variables 

Name 
Measurement Index 

Before the Policy After the Policy 

Mean 

Value 

Standard 

Deviation 

Mean 

Value 

Standard 

Deviation 

Explained 
Value (Y) 

Total Family Income (Y) 41257.32 3327.25 50532.20 5356.95 
Agricultural Income (Y1) 16392.61 3200.4 20582.10 5366.29 

Non-agricultural Income (Y2) 20697.37 1255.07 24188.38 1259.6 

Policy Income (Y3) 4167.35 173.31 5761.71 173.31 

Explaining 

variable 

(DID) 

Treated Treated =260, Contral =300 

Time Before the Policy=2016, After the Policy=2020 

Control 
Variables 

(X) 

Family arable land per capita (X1) 24.25 60.32 19.74 70.31 

Condition of the of trees and 
grasslands (X2) 

0.52 0.14 0.93 0.192 

Condition of natural environment 
(X3) 

0.61 0.09 0.86 0.324 

Family fixed assets value (X4) 25312.59 41700.96 27810.84 52445.8 

Living space(X5) 79.54 38.06 100.56 42.34 

Housing structure(X6) 0.47 0.345 0.78 0.26 

Family cash holdings (X7) 22831.78 41456.7 26119.46 42558.29 

Farmers debt and available credit 
(X8) 

0.44 0.14 0.75 0.26 

Total family labor force(X9) 3.03 1.44 3.04 1.44 

Householder education level(X10) 0.31 0.15 0.42 2.28 

Health condition(X11) 0.90 0.23 0.95 0.26 

Neighborhood condition(X12) 0.87 0.20 0.88 0.22 

Participation in village 
committees(X13) 

0.57 0.11 0.86 0.23 

Infrastructure condition (X14) 0.35 0.12 0.99 0.08 
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The amount of farmers' livelihood capital also increased with the condition of the 

trees and grassland in natural capital increasing from 0.52 to 0.93, and the subjective 

condition of the natural environment increasing from 0.61 to 0.86. The per capita land 

area of households fell from 24.25 to 19.74, which is likely due to a government policy 

to move some cropland into forests, which would decrease land area for the household. 

The value of material capital increased from RMB 25,312.59 to RMB 278,10.84, and the 

housing area increased from 79.54 square meters to 100.56 square meters. The amount 

of household cash in financial capital increased from 22,831.78 yuan to 26,119.46 yuan, 

and the household borrowing ability increased from 0.44 to 0.75, indicating that the 

borrowing conditions for the farm households improved. The average educational level 

of household heads increased from 0.31 to 0.42, and the health status increased from 0.9 

to 0.95. The neighborhood conditions changed little between the two years, but the 

condition of infrastructure and participation in village committee meetings changed 

significantly. These measures of social capital show a significant improvement over the 

two years.  

4. Model Results and Analysis 

4.1. Basic Estimation Result of DID  

The DID model presented in equation (1) was fitted using the Stata15 quantitative 

analysis software. The estimate of the difference in difference is ß3 in equation (1); the 

estimate of the average effect for the treatment group (targeted farmers) is ß2 in equation 

(1); and the estimate of the average time effect is ß1 in equation (1). The results of the 

estimation are shown in Table 4. The columns show the results for the four dependent 

variables, Y, Y1, Y2 and Y3. 

Table 4. Results of the basic DID model. 

 Y Y1 Y2 Y3 

DID 0.0142* 
(0.0167) 

0.0134** (0.0092) -0.0179 **(0.0086) 0.0314***(0.0112) 

Treated 0.0036 
(0.0028) 

0.0034***(0.0013) -0.0038 
***(0.0016) 

0.0051***(0.0016) 

T 0.0121 
(0.0108) 

-0.0059***(0.0031) 0.0119 
(0.0065) 

-0.0039 
(0.0042) 

cons -0.0051**(0.0018) -0.0018***(0.0009) 0.0013 
(0.0015) 

-0.0046***(0.0008) 

***, ** and * stands for p<0.01, p<0.05 and p<0.1, respectively. The numbers in parentheses are standard 
errors. 

The DID estimate for the effect of the targeted poverty alleviation on total household 

income is 0.0142and the coefficient is significantly different from zero at the 10% level. 

This means that the average household receiving the targeted poverty assistance had 

1.4% more income in 2020 than those households outside the program. Thus, the 

program was successful in increasing household incomes. 

The poverty alleviation program increased agricultural income by 0.0134 and the 

coefficient is significantly different from zero at the 5% level. So, the average household 

receiving the targeted poverty assistance had 1.3% more income in 2020 than those 

households outside the program. This percentage is slightly lower than the overall 

increase in household income from the program. 
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The program reduced non-agricultural incomes by 0.0179 and the coefficient was 

significantly different from zero at the 5% level. Thus, targeted households on average 

reduced their non-farm income by a relatively large amount (1.8%). The biggest increase 

in income for targeted households was in the form of government subsidies. The 

coefficient for government subsidies was 0.0314 and the coefficient was significantly 

different from zero at the 1% level. So targeted households received 3.1% more subsides 

than households outside the program. 

When comparing the targeted poor families with non-poor families, the targeted 

poverty alleviation policy has obvious positive effects on agricultural livelihood and 

government-supported livelihood of poor families. After participating, total family 

income, agricultural income and policy income of poor families increased faster than 

non-poor families. While the effect on non-agricultural income was obviously negative, 

which means that those participating in the policy likely reduced that work efforts off the 

farm relative to non-poverty families. 

4.2. The Estimated Result When Bring in the Control Variables 

The results of the DID model in equation (2) is shown in Table 5. The independent 

variables in the model are the family’s arable land per capita (X1), condition of the trees 

and grasslands (X2), condition of the natural environment (X3), fixed assets value (X4), 

living space (X5), housing structure (X6), family cash holdings (X7), farmer debt and 

available credit (X8), family labor force (X9), householder education level (X10), family 

member health condition (X11), neighborhood condition (X12), participation in village 

committees (X13) and infrastructure condition (X14).  

Table 5. Results of DID model with control variables. 

 Y Y1 Y2 Y3 

DID 0.0385***(0.0113) 0.0184***(0.0049) -0.0112**(0.0061) 0.0323***(0.0089) 
Treated 0.0085***(0.0018) 0.0062***(0.0021) -0.0021 

(0.0023) 
0.0053***(0.0024) 

T 0.1342**(0.0631) -0.0231 
(0.0242) 

0.0119 
(0.0213) 

0.1512**(0.0645) 

X1  -0.0353 
(0.0801) 

-0.0645**(0.0285) -0.0889 
(0.0621) 

0.1221* 
(0.0136) 

X2  -0.0216*(0.0123) 0.01779*(0.0089) -0.0007 
(0.0079) 

-0.0368***(0.004) 

X3  0.0115 
(0.0162) 

0.0046 
(0.0082) 

0.0072 
(0.0079) 

0.0015 
(0.0169) 

X4  0.0638 
(0.0698) 

0.1023**(0.0554) -0.1131*(0.0692) 0.0415 
(0.0336) 

X5  0.0341 
(0.0471) 

-0.0376*(0.0213) 0.0741 
(0.0499) 

-0.0028 
(0.0291) 

X6 -0.1236***(0.0457) -0.0204 
(0.0182) 

-0.0671 
(0.0546) 

-0.0371(0.02791) 

X7  1.329***(0.2168) 0.7539***(0.1022) 0.3781* 
(0.2742) 

0.2115***(0.0817) 

X8  0.0343 
(0.0384) 

-0.0103 
(0.0138) 

0.0271 
(0.0252) 

0.0157 
(0.0369) 

X9  0.1295***(0.0506) 0.0654***(0.0236) 0.1382***(0.0321) -0.0671 
(0.0412) 

X10  -0.0721***(0.0216) -0.0141 
(0.0092) 

0.0251* 
(0.0153) 

-0.0827***(0.0207) 

X11  -0.1002**(0.0489) -0.0016 
(0.0121) 

0.0211**(0.0099) -0.1259**(0.0551) 

X12 -0.0203 0.0007 -0.0128 -0.0092 
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 Y Y1 Y2 Y3 

(0.0342) (0.0182) (0.0096) (0.0328) 
X13  0.0091 

(0.0258) 
0.0032 

(0.0082) 
0.0026 

(0.0099) 
0.0041 

(0.0282) 
X14 0.0311**(0.0153) 0.0206 

(0.0172) 
0.0031 

(0.0113) 
0.0123 

(0.0135) 
Cons 0.0249* 

(0.0144) 
-0.0043 
(0.0045) 

0.0009 
(0.0042) 

0.0304* (0.0158) 

R- squared 0.4877 0.6011 0.1751 0.1601 

***, ** and * stands for p<0.01, p<0.05 and p<0.1, respectively. The numbers in parentheses are standard 
errors. 

The results for the estimation of model (2) shows that the estimated effect of the 

targeted poverty alleviation policy on total livelihood (Y), agricultural livelihood (Y1), 

non-agricultural livelihood (Y2), and government-supported livelihood (Y3) are 

identical in sign and similar in magnitude to the results without the control variables.  

The elasticities for total, agricultural, non-agricultural, and government-supported 

livelihood are 0.0385, 0.0184, -0.0112 and 0.0323, respectively. The coefficients are 

generally more significant with the control variables, where all of them are significant at 

the 5% level and three are significant at the 1% level. Again, when comparing poor 

families with non-poverty families, the targeted poverty alleviation policy has obvious 

positive effects on the total family income, agricultural income and policy income. The 

effect on non-agricultural income stays negative, so the policy reduces average non-

agricultural income of poor families. 

The results for the control variables show that higher family cash holdings, more 

family laborers and better infrastructure condition have a positive and significant 

influence on the household income. The housing structure, household head education 

level, and the family health condition have a negative and significant influence on 

household income.   

Many of the control variables significantly influenced agricultural income. The 

condition of the trees and grasslands, fixed assets value, and family labor force number 

had positive and significant effects on agricultural livelihood. The family’s per capita 

land holdings and the size of their living space had significant negative effects on 

agricultural income. Households with more natural capital, material capital and human 

capital have more income.   

Family cash holdings, family labor force, education level of the household head and 

the family’s health condition have positive and significant impacts on non-agricultural 

livelihood. The family’s fixed assets were the only control factor which negatively 

influenced non-agricultural livelihood. Thus, financial and human capital have a major 

influence non-agricultural income of farmers.  

The family’s arable land per capita has a positive and significant effect on policy 

income while the household head’s education level and the family’s health condition 

have significant negative effects on policy income. 

4.3. Robustness Test 

In order to analyze the stability or robustness of the regression results, we replaced total 

family income with agricultural income and gradually increased the number of control 

variables to test the stability of the DID results. We began with natural capital controls 

(E), and progressively added material capital (M), financial capital (F), human capital 
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(H) and social capital (S). Table 6 shows that the DID regression results changed very 

little. This suggests that the regression results are stable.  

Table 6. Robustness test of the model. 

 Uncontrolled variable Gradually introducing E, M, F, H and S 

DID 0.0128** 
(0.0056) 

0.0129** 
(0.0055) 

0.0168*** 
(0.0054) 

0.0177*** 
(0.0053) 

0.0191*** 
(0.0053) 

0.0179*** 
(0.0053) 

E X1  -0.0331** 
(0.0162) 

-0.0476*** 
(0.0178) 

-0.0762*** 
(0.0149) 

-0.0721*** 
(0.0159) 

-0.0726*** 
(0.0172) 

X2  0.0212*** 
(0.0057) 

0.0211*** 
(0.0057) 

0.0189*** 
(0.0057) 

0.0181*** 
(0.0057) 

0.0191*** 
(0.0057) 

X3  0.0020 
(0.0071) 

0.0028 
(0.0072) 

0.0017 
(0.0071) 

0.0013 
(0.8721) 

0.0011 
(0.0071) 

M X4   0.1186*** 
(0.0189) 

0.1026*** 
(0.0189) 

0.1125*** 
(0.0193) 

0.1031*** 
(0.0194) 

X5   -0.0109 
(0.0125) 

-0.0058 
(0.0135) 

-0.0078 
(0.0124) 

-0.0072 
(0.0135) 

X6   -0.0462*** 
(0.0123) 

-0.0463*** 
(0.0121) 

-0.0462*** 
(0.0113) 

-.0462*** 
(0.0114) 

F X7    0.1398*** 
(0.0222) 

0.1415*** 
(0.0221) 

0.1408*** 
(0.0221) 

X8    -0.0175* 
(0.0096) 

-0.0155 
(0.0096) 

-0.0152 
(0.0097) 

H X9     0.0454*** 
(0.0159) 

0.0453*** 
(0.0161) 

X10     -0.0073 
(0.0199) 

-0.0072 
(0.0199) 

X11     -0.0048 
(0.0131) 

-0.0051 
(0.0131) 

S X12      -0.0025 
(0.0112) 

X13      0.0061 
(0.0106) 

X14      0.0281 
(0.0631) 

***, ** and * stands for p<0.01, p<0.05 and p<0.1, respectively. The numbers in parentheses are standard 
errors. 

5.  Conclusion and Advice 

5.1. Conclusion 

It is found by on-the-spot investigation that the poverty-stricken peasants’ overall income 

has been increased dramatically due to the government’s targeted poverty alleviation 

policy, especially those who rely heavily on agricultural production as their main way of 

living and benefit from government subsidies. But the income increase is not so obvious 

for those peasants whose way of living is not dependent on agricultural production. 

Therefore, the income of peasantry living in Zang (Tibetan area of Qinhai Province) has 

not increased as much as those living in Qinba and Liu Panshan Mountainous areas. As 

a result, the targeted poverty alleviation policy exerts a stronger impact on the peasants 

and herdsmen in Qinhai Tibetan District than peasantry living in Qinba and Liu Panshan 

Mountainous areas in Gansu Province. 

Different livelihood assets have different influences on livelihood of poor peasantry. 

Because the time interval is relatively short before and after the assessment, the increase 
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in human capital is very low. However, the increase of human capital has a greater impact 

on the income of poor peasantry compared with off-farm livelihoods. Meanwhile, 

financial capital plays an important role in increasing income of peasants with 

agricultural livelihood than those with non-agricultural livelihood. Despite the great 

changes before and after assessment of material capital, natural capital and social capital，

through regression analysis, found that they have little effect on increasing income of 

poor peasantry.  

Through a comprehensive analysis, the research points out that the change of 

livelihood assets is dramatic since the implement of the targeted poverty alleviation 

policy on sample peasant households while the financial capital and material capital have 

been improved a lot. The natural capital and social capital obviously changed to a certain 

degree as well. The change of human capital is relatively stable due to the limitation of 

the time interval before and after the program. Because human capital plays a key role 

in increasing income of poverty-stricken peasantry, giving priority to improving the 

human capital of poor households and promoting balanced development of the five types 

of livelihood capital are major strategies for constructing sustainable livelihoods of poor 

peasantry. In this analysis of the targeted poverty alleviation policy on peasantry’s 

livelihood, the conclusion is not final due to the following factors: firstly, the time 

interval for the panel data is relatively short; and secondly, small sample size, which is 

also the key point of future research. 

5.2. Suggestion 

It is suggested that improvements in rural human capital in poor areas is to be focused 

on equalization of public service. Secondly, in order to uproot poverty thoroughly and 

solve the problem of intergenerational transmission of poverty, the necessary material 

and fund support should be provided for those students from poverty-stricken families 

who enter cities to pursue better education as an escape from substandard basic education 

in poor areas. Thirdly, to add cultural activities to peasants’ life during their slack 

farming season to improve peasants’ cultural quality. Fourthly, strengthening training of 

laborers so that the members from poor families have more skills.  

Furthermore, the following measures should also be taken. One, to accelerate rural 

land system reform by advancing market allocation of agriculture production factors, 

clarifying the ownership of the land, breaking the dependence between peasants and their 

land; guaranteeing the production elements can be circulated not only in the countryside 

but also between countries and cities. Putting the sparsely-distributed pieces of land 

together thus the natural capital of peasants engaging in planting will be increased. 

The peasants’ enthusiasm, creativity and internal growth momentum of the economy 

will be stimulated by encouraging peasants to participate in some activities such as public 

service. One of the most effective measures is to diversify peasants’ cultural activities, 

improve their cohesion and excite their own power of developing. Besides, to solve the 

problems of peasants’ relatively inactive participation in public affairs resulting from 

unbalanced allocation of resources, the widening gap over incomes year by year and the 

lack of the sense of identity among neighbors’ and so on. To promote management level 

over democracy, solve rural social justice and equality. As a result, a stable social order 

and a harmonious life in the countryside can be achieved and social capital can also be 

promoted. 
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The Influence of Tax Incentive Policy on 

the Development of Alternative Fuel 

Vehicle Enterprises---Taking Chinese 

Companies as an Example  

Jun MA1 and Igor MAYBUROV 
Department of Financial and Tax Management, Ural Federal University, 

Ekaterinburg, 19 Myra Street, 620002, Russia 

Abstract. In the process of promoting the development of China's alternative fuel 
vehicle industry, the government has issued preferential tax policies that are 

beneficial to its industrial development, and actively guided its industrialization 

process. The purpose of this paper is to research and analyze the preferential tax 
policy of the alternative fuel vehicle industry, optimize the allocation of resources, 

and promote the rapid realization of energy saving, emission reduction and 

environmental protection. This paper adopts the case analysis method, selects X, a 
listed company of alternative fuel vehicles in China, as a case, and analyzes the 

company's development in the past ten years, including its operation, financial 

situation, and tax burden. The research hypothesis is that preferential tax policies 
have a positive effect on the development of Alternative Fuel Vehicle enterprises. 

Through financial indicators and tax burden, the impact of tax preferential policies 

on X is analyzed, and the current problems are pointed out. Research has confirmed 
that preferential tax policies have a certain role in promoting the profitability of 

enterprises, but enterprises are too dependent on policies, and there are problems 

such as poor policy effects and weak pertinence.  

Keywords. Tax incentive policy, the alternative fuel vehicle, tax burden, 

profitability  

1. Introduction 

With the rapid development of the automobile industry, environmental and energy 

problems are becoming more and more serious. China's dependence on imports of oil 

and natural gas has increased year by year, and has risen to 73% and 43% in 2020. At 

the same time, automobiles are the main contributor to the total pollutant emissions [1]. 

The emergence of alternative fuel vehicles can make a significant contribution to solving 

resource and environmental protection problems, and the government has also actively 

launched various preferential policies to support it. This paper adopts the case analysis 

method and selects X, a listed company of alternative fuel vehicles in China, as a case to 
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analyze the impact of preferential tax policies on the tax burden of alternative fuel vehicle 

enterprises, and analyzes the problems and solutions faced by enterprises.  

The purpose of this paper is to research and analyze the preferential tax policies of 

the alternative fuel vehicle industry, on the basis of theoretical and practical analysis, to 

propose tax preferential policies that are in line with China's actual conditions, optimize 

the allocation of resources in the development of the alternative fuel vehicle industry, 

and promote the gradual formation of Industrial chain, and promote the rapid realization 

of energy saving, emission reduction and environmental protection. 

Based on a microscopic perspective, this paper selects X as a representative case to 

more intuitively analyze the impact of tax policies on the development of alternative fuel 

vehicle enterprises. At the same time, this paper combines the latest tax policy, observes 

the effect of policy implementation in time, and provides a basis for the improvement of 

subsequent policies. 

This research is conducive to the rational planning and use of national taxes, and to 

improve the use efficiency of national taxes, so as to better play the incentive role of 

policies, promote the faster and better development of China's alternative fuel vehicle 

industry, and enhance the competitiveness of China's international automobile industry. 

Leontyeva confirmed that the tax incentive policy, as one of the effective tools for 

the government to carry out macro-control, plays an important role in guiding the 

development of the industry. From the perspective of the alternative fuel vehicle industry, 

as an emerging industry supported by the state, tax incentive policies can reduce 

corporate tax costs, increase corporate disposable cash flow, and promote the 

development of alternative fuel vehicles [2,3]. 

Mayburov believes that the government has a positive role in promoting the 

development of alternative fuel vehicle enterprises through fiscal and taxation support. 

The current preferential fiscal and taxation policies are not completely reasonable. To 

further promote the development of alternative fuel vehicles, the government must 

continue to introduce more targeted and effective fiscal subsidies and preferential 

taxation policies, and improve the structure of fiscal and taxation policies [4-6]. 

Through cost-benefit analysis, Yan Shiyu [7], Urwah Khan et al. [8] concluded that 

tax incentives can help electric vehicles reduce production costs, increase product sales, 

and improve the environment at the same time.  

Most scholars believe that preferential tax policies can promote the development of 

alternative fuel vehicles; giving alternative fuel vehicle companies and consumers tax 

incentives, or increasing the rate of fuel tax to increase the cost of using oil. This can not 

only promote the development of alternative fuel vehicles, but also play a role in energy 

conservation and environmental protection [9-11]. 

2. Methods 

The research of this paper on the development of X's alternative fuel vehicle is not only 

theoretical research, but also should effectively apply the theoretical research results to 

enterprise practice, based on the in-depth discussion of practical problems, and try to 

solve. Based on the collection of X's financial reports from 2012 to 2021, this paper uses 

the external characteristics of transportation, the scientific development concept, and the 

idea of sustainable development as a guide to study the preferential tax policies related 

to alternative fuel vehicle. The research methods are as follows: 
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Literature research method. Analyzes and collects domestic and foreign information 

about alternative fuel vehicle development strategies, provides indispensable materials 

and theoretical basis, and these literatures play a very important role in the basic 

framework of this paper. 

Case study method. Select an alternative fuel vehicle enterprise for case analysis, 

and put forward tax preferential policy suggestions to promote industrial development. 

Case studies provide a variety of verifiable data from direct or indirect observations of 

individual entities, which can be further embedded in clear messages ending with 

derivatives [12]. 

This paper analyzes from the two directions of profitability and tax burden. The 

calculation formula is as follows: 

VAT burden rate = (VAT payable - VAT refund) / current business income 

Corporate Income Tax Burden = Corporate Income Tax Fee / Total Profit × 100% 

3. Results and Discussion  

X Co., Ltd., mainly engaged in automobile business including alternative fuel vehicle, 

traditional fuel vehicle, rechargeable battery and photovoltaic business. In 2021, the 

revenue was approximately RMB 216,142 million, a year-on-year increase of 38.02%, 

of which the revenue of automobiles, automobile-related products and other products 

business was approximately RMB 112,489 million, a year-on-year increase of 33.93%. 

X has an irreplaceable representative position in China's alternative fuel vehicle market. 

This paper analyzes the impact of tax policies on X from the perspectives of profitability 

and tax burden. The paper selects the data disclosed in X's corporate financial reports 

from 2012 to 2021, because the alternative fuel vehicle industry in China has gradually 

developed since 2012. Before that, the scale was relatively small, so it is not considered. 

From 2012 to now, it covers the main process of the development of China's alternative 

fuel vehicle industry. 

Profitability represents the ability of a company to make a profit. From an 

enterprise's point of view, the most direct purpose of enterprise development is to 

maximize profits while maintaining stable operation of the enterprise [13]. The ability of 

an enterprise to obtain income is an important criterion for measuring the soundness of 

an enterprise's financial status. 

This paper selects four indicators: gross profit margin, return on equity, Ratio of 

profits to cost and expense, and Earnings per share to analyze the impact of preferential 

tax policies on X's profitability, so as to judge the company's core competitiveness and 

potential development prospects. 

It can be seen from Figure 1 that between 2012 and 2021, X's gross profit margin, 

return on equity, profit margin on costs and expenses, and earnings per share have 

basically fluctuated in the same direction. In the past ten years, X's profitability has 

fluctuated greatly. From 2014 to 2016, it showed an upward trend. After reaching the 

peak in 2016, it began to decline. From 2017 to 2018, it showed a downward trend. It 

rebounded in 2019 and slightly decreased in 2021, but the overall profitability increased. 

In 2012, China's overall economic environment was poor, the economic development 

was slow, and the traditional automobile consumption market was not optimistic. 

Therefore, the sales volume of X in 2012 was small. After 2012, the government began 

to issue a series of policy measures to vigorously support the development of the 

alternative fuel vehicle industry, which made X company progress in the development, 
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production and sales of alternative fuel vehicles. In 2015-2016, X's profitability has 

improved significantly, but with the tightening of tax policies in 2016, X is facing greater 

market risks. Although it actively deploys strategic plans, it is still affected to a certain 

extent. X has always attached great importance to the alternative fuel vehicle business 

segment and has increased investment in improving technology over the past few years, 

so even in the face of the pressure of the epidemic, its profitability can still be maintained 

at an ideal level.

The tax cost is usually included in the operating cost, and the tax burden reflects the 

proportion of the tax actually borne by the enterprise in the daily business activities to 

the operating income. The level of the tax burden will directly reflect whether the tax 

cost borne by the enterprise is suitable for the production and development of the 

enterprise. The tax burden level of the taxpayer or tax object is mainly reflected by the 

tax burden rate, which is also an important basis for formulating and improving tax 

policies [14].

Figure 1. Changes in X's Profitability from 2012 to 2021.

Considering the availability of data, this paper selects the data in X's publicly 

released financial statements, and uses the effective tax rate method to assess the tax 

burden level of the company. Since VAT and corporate income tax account for a large 

proportion of China's total corporate tax burden, this paper does not consider other 

remaining taxes.

Figure 2. Changes in X’s VAT burden rate from 2012 to 2021

In Figure 2, the change of X's VAT burden rate from 2012 to 2021 shows a trend of 

first decreasing and then increasing. It was 3.79% in 2012, dropped to 1.86% in 2015, 

and the VAT burden rate increased year by year in 2016, 2017 and 2018. In 2019, 

affected by industry and policy changes and rising R&D expenses, it fell to 1.29%, and 
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it rebounded in 2020. In 2121, it was reduced to 2.57% due to the increase in raw material 

and commodity prices. As a member of the capital-intensive and technology-intensive 

alternative fuel vehicle industry, X needs to pay VAT in both domestically produced and 

imported vehicles, and the value-added tax involves a huge amount. Therefore, the 

government's changes in the value-added tax policy will it has a significant impact on 

X's tax burden.

From 2014 to 2015, the government adopted encouraging policies to stimulate the 

overall development of the alternative fuel vehicle industry through policies. In 2015, 

X's main business income rose rapidly, and the value-added tax was reduced. Therefore, 

in 2015, X's VAT burden rate down from 2014. After that, X made a decision to increase 

the introduction of fixed assets and increase the deduction of input tax. However, the 

government stipulated that starting from May 2016, the real estate construction in 

progress of the enterprise should be deducted according to a certain proportion for two 

years. The reduction in the deduction is equivalent to an increase in the amount of VAT, 

so X's VAT burden began to rise in the three years from 2016 to 2018, and in 2018 it 

was even slightly higher than the level in 2014. From 2019 to 2021, China's economy is 

facing the triple pressure of demand contraction, supply shock, and weakening 

expectations, plus uncertain factors such as the spread of the epidemic, high fluctuations 

in international commodity prices, and geopolitical conflicts, resulting in fluctuations.

Only by reasonably grasping the start and completion time of the inter-period fixed asset 

construction in progress can an enterprise reasonably avoid the increase of the tax amount 

under the background of the implementation of the policy of deducting the input tax in 

years. 

The amount of corporate income tax and the total profit can usually be expressed as 

a linear relationship, and the specific situation of the linear relationship is largely affected 

by the income tax policy. 

Figure 3. Changes in X’s Corporate Income Tax Burden from 2012 to 2021.

From Figure 3, it can be found that X's income tax rate in 2012 was relatively high. 

Due to the decline in total profits for the year, the income tax expenses continued to 

increase from 2013 to 2015, and the income tax expenses increased by 390% from 2014 

to 2015. From 2015 to 2016, the corporate income tax expense increased by 65%, mainly 

due to the sharp increase in the total profit in these two years, of which the total profit in 

2016, was the highest. In 2018, the corporate income tax rate increased significantly 

compared with 2017. In addition to the decrease in total profits, it was also because the 

deferred income tax expenses in 2018 were much lower than in 2017. From 2014 to 2018, 

X's total profit fluctuated unstable, fluctuating within a certain range, with the highest 

profit in 2016 and the lowest profit in 2014. 
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This is due to the slowdown of China's economic growth in 2014 and the great 

downward pressure on the economy, X adjusted the company's various businesses, and 

actively responded to the situation of increasing downward pressure. In 2016, the policy 

of tightening financial subsidies for alternative fuel vehicles was introduced for the first 

time, and the policy was further tightened in the following years, which had an impact 

on the total profit of the company. From 2019 to 2021, due to the epidemic, the income 

tax liability ratio is basically the same. In 2020, due to policy support, the profit is the 

highest at 6,882,587,000 yuan. Changes in X's corporate income tax expenses and total 

profits in ten years also show that the company's profits and tax burdens are affected by 

national policies and national macroeconomic development. 

As for emerging industries, the state's macro-control directly affects their 

development. In order to alleviate environmental pollution, greenhouse effect, noise 

pollution and exhaust emissions, etc., the state has continuously issued policies to 

support the development of new energy vehicles. 

At present, China's tax policies for the alternative fuel vehicle industry are relatively 

active, aiming to support the development of enterprises in the industry. However, 

through the case study of X, we can find some problems in the implementation of 

policies: 

X relies too heavily on preferential fiscal and taxation policies. Once the government 

subsidy policy is tightened, the profit of the year will also decrease, affecting profitability; 

In terms of tax policy, X's alternative fuel vehicle is mostly applicable to general tax 

policies, which are some preferential policies for reducing or exempting vehicle and 

vessel tax and vehicle and vessel purchase tax. However, there are no targeted 

preferential policies for corporate income tax and value-added tax, which have a greater 

impact on enterprises. As far as tax rates are concerned, it is not found that policy changes 

in recent years have benefited enterprises significantly, and there is a lack of support-

oriented and long-term mechanisms. The overall tax burden of alternative fuel vehicle 

enterprises is heavier. 

Based on the specific circumstances of the case and the overall development status 

of alternative fuel vehicles, this paper analyzes X's own development and the tax 

preferential system, and puts forward specific suggestions. 

As far as X itself is concerned, it insists on R&D and innovation to help companies 

get rid of their dependence on policies and better resist the risks of changes in external 

factors such as policies and markets; at the same time, expand markets and sales, improve 

operating cash flow; improve production efficiency, thereby reducing alternative fuel 

vehicle prices and increasing consumer acceptance. In terms of optimizing the 

preferential tax policy for the alternative fuel vehicle industry, adjust the policy focus 

and strengthen the support for R&D and industry infrastructure; the relatively stable 

implementation of Backslide Mechanism reduces the possible negative impact on the 

industry; accelerate the establishment and improvement of related industry supporting 

policies, Strive for the common development of all industries 

4. Conclusion  

This paper uses the case analysis method, takes X, a representative listed alternative fuel 

vehicle company in China as a case, combined with its data in the past ten years to study 

the impact of the company's current tax incentives on the company's financial indicators 

and tax indicators. Research has confirmed that preferential tax policies have a certain 
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role in promoting corporate profits and reducing tax burdens, but companies are too 

dependent on policies, and there are problems such as poor policy implementation and 

poor targeting. It is recommended to strengthen the internal production and R&D of the 

enterprise, and adjust the focus of the policy to solve the problem. In order to alleviate 

energy and environmental problems by promoting the development of alternative fuel 

vehicle enterprises. 

The promotion of the alternative fuel vehicle is still limited by many factors, such 

as the development level of the region and the availability of charging piles. Due to its 

short development time and incomplete relevant information, other relevant information 

will be collected in the future to conduct further research on it. This paper focuses on the 

analysis of the promotion effect on the alternative fuel vehicle from the perspective of 

tax incentive policies, and other types are less involved. Therefore, more comprehensive 

research will be conducted in the future. 

Due to the emerging companies of alternative fuel vehicle data, the data collection 

is limited, resulting in insufficient research. While some results have been achieved, there 

is still a lot of work to be done. 
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Abstract. As an important component of the photoelectric conversion process in 

the photovoltaic system, the working efficiency and service life of solar 

photovoltaic modules are closely related to the overall working performance of the 

photovoltaic system. Particle settlement problems caused by air pollution and 

abnormal weather in Northwest China increase the amount of ash on the surface 

area of photovoltaic modules, reducing the amount of radiation and light energy 

absorption. Therefore, it is necessary to carry out photovoltaic module ash 

accumulation experiments and radiation intensity characteristic research. 

Keywords. Photovoltaic system, particle settlement, ash accumulation 

experiments 

1. Introduction 

The installation inclination, wind speed and temperature of photovoltaic (hereinafter 

referred to as "PV") modules are important factors affecting the surface gray of the 

module. Ash accumulation reduces the transmittance of the glass cover, which in turn 

reduces the amount of solar irradiation received by the PV cells. As one of the 

important parameters of PV module performance, the fodder accumulation on the 

surface of the module significantly reduces its efficiency and output power, resulting in 

greater economic losses [1-4]. Therefore, studying the change law of ash accumulation 

of PV panels is very important to improve their power generation efficiency.  

At present, researchers at home and abroad mainly use natural fouling experiments and 

numerical simulation analysis methods in the research on the ash accumulation 

characteristics of photovoltaic modules [5-6]. In terms of natural ash accumulation 

experiments, Volker [7], Deline C [8] through natural ash accumulation experiments on 

PV modules in different regions that the loss of power generation efficiency, the 

decrease in light transmittance and the increase in surface temperature caused by ash 

accumulation have different degrees of damage and weakening effects on the daily 

operation and service life of the PV modules, while the ash particles adhere to the 

surface of the PV modules, blocking the light transmission and hindering the 

absorption of photons by the components is the main reason for the reduction of PV 

module power generation. Haeberlin [9] et al. analyzed the influence of pollutant 
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deposition on the surface of PV modules on their power generation through natural ash 

accumulation experiments, and concluded that pollutant deposition will also cause 

certain corrosion to the glass cover plate on the surface of the module and destroy the 

thermal balance of the plate surface. Zhang Hao [10] built a theoretical model of the 

surface temperature of PV modules and the intensity of sunlight radiation, wind speed, 

ambient temperature and wind inclination, and concluded that the surface area ash will 

cause the light transmittance of the glass cover of the PV module to decrease, and the 

absorption of solar radiation will decrease, resulting in the rise of the surface 

temperature of the module. In terms of numerical simulation analysis, Meng [11] 

established a mechanical model of dirty particles in a dry environment, and concluded 

that small particles are subject to the greatest force and gravity is the second, and the 

two large particle size particles are subjected to the opposite force. Lu [12] used CFD 

simulation software to establish a dust accumulation model of PV modules, and the 

results showed that when the particle size of the pollution particles was less than 10μm, 

the amount of ash accumulation was positively correlated with the wind speed, while 

the large particle size was the opposite. 

2. Test Construction and Instrument Selection 

2.1. Test Construction 

The experimental platform was built on the rooftop of a university in Northwest China. 

Single crystal PV modules are selected, mainly composed of PV modules, control 

cabinets, inverters and so on. The PV module model is: LR4-60HBD 355M, the size is 

175.5cm×103.8cm×3cm, the installation angle is 10°, 20°, 30°, 60°. Since the output 

power of the photovoltaic module is greatly affected by the illumination intensity, 

ambient temperature and other factors. The weather we chose for the experiment was 

sunny, and the effects of light intensity and temperature were negligible. And each PV 

module is connected to the controller and inverter in the same way. Other factors such 

as line loss and mismatching can also be ignored. The module is connected to the 

control cabinet to adjust the electric energy generated by the PV module, and then 

connected to the inverter to keep the whole system relatively stable. The natural ash 

accumulation test bed is shown in Figure 1.  

  
(a) 20°, 30°, 60° angle of PV module          (b) 10° angle of PV module  

experiment bench.                           experiment bench. 

Figure 1. Experimental platform of photovoltaic modules from different angles. 
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The device connection of this experiment is shown in Figure 2. 
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Figure 2. The device connection of this experiment. 

2.2. Experimental Tools 

The meteorological parameters were measured by the “yang guang” meteorological 

tester (TBQ-2W) and the wind speed tester (PC-4). The meteorological tester, wind 

speed tester, inverter collector (NBQ1X), high-precision electronic balance (BSA224S) 

and other experimental instruments selected in this experiment are shown in Figure 3-8. 

 

 
 

 Figure 3. High-precision electronic balance.           Figure 4. Different Angle panels. 

  

Figure 5. Space for dust to sit.                Figure 6. Meteorological data collector. 
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Figure 7. Output power collector.             Figure 8. Wind speed measuring instrument. 

 

In the process of the experiment, a large amount of sand is first piled in front of the 

fan with a shovel (if the sand is concentrated, the indoor dust environment can be 

simulated more quickly). The glass plate is placed on the smooth foam board with the 

surface tilted at different angles, and the fan is used to raise the fine sand on the sand 

bed, so as to form the sand environment. When the dust concentration in the air reaches 

a certain degree, the fan is turned off. After the dust settles for a certain time, the dust 

collecting glass plate is taken out, and the dust on each glass plate is collected and 

weighed by high-precision electronic balance (BSA224S). Thus, the deposition law of 

dust on the glass plate surface at different angles is obtained. In order to shorten the test 

period, we use a strong dust environment to simulate the test. 

3. The Experimental Method of Ash Accumulation of PV Modules 

3.1. Experimental Process and Method 

Since the experiment should be conducted under the conditions of light breeze and no 

rain, and natural factors such as humidity should be kept stable during the experiment 

to reduce the error, the environment of low wind speed from August 2022 to October 

2022 is selected: 1~3m/s. 

Weighing the dust on the surface of the PV module: dry the electrostatic 

adsorption paper, measure the net weight of the electrostatic adsorption paper with an 

electronic scale, wipe the dust on the surface of the module with the electrostatic 

adsorption paper, weigh the total weight of the electrostatic adsorption paper and dust 

particles, and calculate the difference between the two weighing values as the net 

weight of dust particles. 

(1) The change in the status of PV modules before and after cleaning is represented 

by the photoelectric conversion efficiency of PV modules. The calculation method is 

shown in Formula (1): 

 0
= 1 lg

ref PV ref
T T G          (1) 
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Where, 
ref

  is the photoelectric conversion efficiency of PV module under standard 

test conditions;
0

  is the temperature coefficient of PV cell;   is the solar radiation 

coefficient;
ref

T  is the temperature of the PV module under standard conditions;
PV
T  

is the measured surface temperature of the PV module;G  is the solar radiation 

intensity; For LR4-60HBD 355M PV module, the value of 
ref

  is 15.4%, the value of 

0
  is 0.0048%/℃, the value of  is 0.12. 

 

(2) Experimental procedure 

In order to keep the comparison conditions between the experimental results and 

the simulation results as consistent as possible, the dust particles on the backplane and 

the frame were ignored in the natural ash deposition experiment, and only the dust 

particles adhering to the PV module's light-absorbing surface were collected. The 

experimental procedure is shown in Figure 9. 

Dust accumulates 

naturally after 

washing

Measure the wind 

speed when there 

is no rainfall

Measure the 

intensity of solar 

radiation

Collect  dust on 

the surface of PV 

modules ，Dry 

and weigh them

Calculate the 

accumulated dust 

density and PV 

module efficiency

 

Figure 9. Schematic diagram of experimental procedure flow. 

3.2. Data Collection and Collation 

The density and efficiency of PV modules surface ash accumulation were selected as 

the evaluation indexes of the ash accumulation characteristics and the change of 

photovoltaic module status caused by ash accumulation. For the natural ash 

accumulation experiment, one week was selected as the corresponding dust 

accumulation time under each wind speed. The calculation results of natural ash 

accumulation density of photovoltaic modules at different wind speeds during the 

experiment are shown in Table 1. 

 Table 1. Natural ash density calculation results. 

Wind speed 1m/s 1.5m/s 2m/s 2.5m/s 3m/s 

Ash density 0.17mg/m2 0.22mg/m2 0.23mg/m2 0.26mg/m2 0.33mg/m2 

3.3. Analysis of Experimental Results of Natural Ash Accumulation 

Because the wind speed will blow more dust particles to the surface of the PV module 

and cause deposition, the ash density obtained by the natural ash accumulation 

experiment increases with the increase of the wind speed. This phenomenon indicates 

that the change of wind speed in the environment of low wind speed has a significant 

impact on the surface ash accumulation density of PV modules, but the module 

efficiency in the environment of low wind speed is affected by the change of wind 

speed, compared with the change of ash accumulation density, the change range is 

concentrated in 0.05%~0.5%. The module efficiency change curve under the clean and 

ash accumulation state is shown in Figure 10. 
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Figure 10. Schematic diagram of experimental procedure flow. 

According to the analysis of Figure 10 and Equation 1, the influence of wind speed 

on the efficiency of PV modules is different under the two states of cleaning and ash 

accumulation. In the cleaning state, the increase of wind speed will reduce the surface 

temperature of the PV module, so that the temperature difference between the PV 

module surface temperature and the environment is reduced, and the efficiency of the 

module is improved; In the ash accumulation state, due to the shielding effect of dust 

particles, the thermal resistance ratio between the PV module surface and the sun 

increases. In addition, dust particles attached to the glass cover of the PV module 

surface will reduce its light transmittance. Therefore, the temperature difference 

between the component surface and the environment is affected by the increase of 

thermal resistance and the decrease of light transmittance, and the PV module 

efficiency decreases when the temperature difference increases. When the temperature 

difference decreases, the PV module efficiency increases, and finally the PV module 

efficiency decreases first and then increases. 

4. Calculation of Radiation Received by PV Modules 

The ultimate purpose of studying the characteristics of ash accumulation on the surface 

of PV modules is to analyze the influence of dust particles deposited on the surface of 

the module on its working state, and to provide reference for the method of dust 

removal of the module, so that it can maintain long-term economic, stable and efficient 

operation [13-14]. Since the working principle of PV modules is to absorb solar 

radiation and convert it into electric energy, which will be provided to the electricity 

load, the research on ash accumulation characteristics should also consider the 

radiation received by PV modules and the relationship between them [15-16]. In this 

paper, the radiation received by four types of PV modules with different installation 

angles on the roof of a university in Northwest China is calculated theoretically, and 

the variation trend and the optimal installation angle are analyzed by comparison. 
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About the amount of solar radiation received by PV modules, many experts and 

scholars have given different theoretical calculation methods. Most of the radiation 

data given by relevant meteorological departments are measured according to the 

horizontally placed modules, which is not completely consistent with the actual 

situation. When the photovoltaic modules are tilted, the total solar radiation on the 

tilted surface should be calculated HT. By comparison, the solar radiation receiving 

power of PV modules with different installation angles can be analyzed. Generally, HT 

cannot be directly detected by existing data, but must be measured by relevant 

empirical formulas or special experimental devices. In general, the total solar radiation 

HT. on the inclined surface is composed of three parts, as shown in Equation 2. They 

are HbT of direct solar radiation, HdT of sky scattered radiation and HrT of ground 

reflected radiation. 

  

T bT dT rTH H H H  (2) 

The energy transfer process of the tilted PV module surface receiving solar 

radiation is shown in Figure 11. 

 

Figure 11. Diagram of photovoltaic module receiving solar radiation. 

The relationship between HbT and Hb of direct radiation on the horizontal plane is 

shown in Equation (3): 

= 
bT b bH H R  (3) 

Rb is the tilt factor of direct radiation, which can be expressed as: 

   cos cos sin sin sin

cos cos sin sin sin

180

180

 
       
 
 

    

sT

sT

b

s

s

R

     

   









 (4) 

Where,   represents the local latitude,   represents the installation angle of the PV 

module,   represents the solar declination angle, which can be calculated from 

Formula 5, where n is the number of days in a year from the New Year's Day: 

 
360

=23.45sin 284
365

n
 

    (5) 
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The sunset angle on the horizontal plane is expressed as: 

 
1

tan tancos



  

s

   (6) 

The sunset angle on the inclined plane is expressed as: ωST: 

  1
=min ,cos tan tan

ssT
   

       (7) 

Sky scattered radiation HdT is expressed as: 

 
0 0

1
= + 1+cos 1

2

d d

dT d b

H H H H

H H
H H R 

   
  

    (8) 

Where, H is the total radiation amount of the horizontal plane, which can be obtained 

by directly consulting relevant data websites, and: 

+
b d

H H H

 (9) 

In Equation 9, Hb and Hd respectively represent the amount of direct radiation on the 

horizontal plane. By referring to the China Meteorological Science Data Sharing 

Service Network, the average daily radiation received horizontally in a province in 

Northwest China is obtained, as shown in Table 2. 

 Table 2.  The average daily radiation amount of a Northwest province from 2019 to 2022. 

Month Average daily 

radiation 

Month Average daily 

radiation 

Month Average daily 

radiation 

1 5.92 5 20.71 9 15.88 

2 7.84 6 17.01 10 11.16 

3 12.77 7 17.44 11 8.88 

4 13.54 8 17.76 12 6.78 

H0 represents the total radiation on the horizontal surface outside the atmosphere, 

which can be calculated as follows: 

0

24 365
1 0.033cos cos cos sin sin sin

365 180
SC s s

n
H I


     



  
           (10) 

Where, ISC represents the solar constant, which refers to the average distance between 

the sun and the earth, and the sum of solar radiant energy values of all wavelengths per 

unit time and per unit area. The value of the solar constant was determined by WMO as 

ISC=1367±7w/m2. HrT represents the ground reflected radiation, as shown in 

Equation 11. 

 
1

1 cos
2

rT

HH   

  (11) 

Where,   represents ground reflectance. 
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The calculation of solar daily scattering is shown in Equation 12: 

2 2

0 00 0

0.945 0.675 0.166 0.173 0.079
d

H H H S S

S SH H H

     
         

       (12) 

Where, S represents sunshine duration and S0 represents the maximum sunshine 

duration in a period of time. The sunshine condition of a Northwestern province was 

analyzed, and the total effective sunshine duration of each month was calculated and 

sorted out, as shown in Table 3. 

Table 3. Average daily sunshine duration from 2019 to 2022 in a Northwest province. (Unit: hour) 

Month Average 

monthly 

sunshine hours 

Month Average 

monthly 

sunshine hours 

Month Average 

monthly 

sunshine hours 

1 5.48 5 8.87 9 7.56 

2 6.25 6 8.51 10 7.63 

3 7.11 7 7.22 11 5.31 

4 7.92 8 7.13 12 4.92 

After calculating by substituting all the above formulas into relevant data, the 

surface radiation amount of the tilted PV module can be obtained as follows: 

   
0 0

1 1
1 cos 1 1 cos

2 2

d d

T b b d b

H H H H
H HR H R H

H H
  

   
        

    (13) 

the final calculation results of the changes of radiation received by photovoltaic 

modules with different angles throughout the year is shown in Figure 12. 

 

(a) Monthly radiation received in spring and summer 
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(b) Monthly radiation received in autumn and winter 

Figure 12. Changes of radiation received by PV modules with different installation angles in a northwestern 

province throughout the year. 

According to the variation trend of radiation amount data in Figure 12, the 

radiation amount received by PV modules with various installation angles is generally 

higher in spring and summer than in autumn and winter when the light is sufficient, and 

the optimal installation angle that makes the modules receive the highest radiation 

amount also changes over time. When the PV module installation angle is 30°, 

compared with the other three installation angles, the amount of radiation received by 

the inclination plane increases by 4%~12% on the whole, and it remains the largest in 

many months. Therefore, for a certain northwestern province, among the PV modules 

with four installation angles, 30° installation angle may be the best installation angle 

for the module to receive solar radiation. 

5. Conclusion 

In this paper, an experimental platform for natural ash accumulation was built, and the 

dust deposition law on the surface of the glass plate of photovoltaic modules under 

different installation angles was studied based on the experimental data. Then, the 

influence of ash accumulation on the power generation efficiency of photovoltaic 

modules under different wind speed conditions was studied, and the conclusion was 

drawn that the ash density of natural ash accumulation of photovoltaic modules under 

low wind speed environment increased with the increase of wind speed. Finally, the 

optimum installation dip angle corresponding to the optimum radiation quantity in a 

northwestern province is calculated by empirical formula. The research results of this 

paper provide theoretical and data basis for the subsequent simulation of ash 

accumulation characteristics and radiation analysis of photovoltaic modules with 

different installation angles. 
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Prediction of Litter Size of Sows Based on 

PSO Optimized RBF Neural Network 
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710021, China 

Abstract. In view of the research status of low accuracy in the prediction of litter 

number in pig breeding, the new method is proposed, which is based on PSO optimal 
RBF neural network. The litter number of sows is affected by various factors such 
as breed, strain, genetic gene, nutrition level, enclosure environment, feeding 
management level, birth age, different birthtimes, breeding management, epidemic 
disease and so on. According to the pig breeding information, the breeding model is 
established and the breeding information database is used as the input information 
source of neural network. In the experiment, particle swarm optimization (PSO) 
algorithm is used to train radial basis function (RBF) neural network. The neural 
network structure of 20-15-1 is established to fit the complex relationship between 
many indexes affecting litter size and prediction results. The experimental result 
shows that the error between the predicted litter number and the actual litter number 
is less than 5% and the prediction of litter size by PSO-RBF is in the best agreement 
with the actual production value. The conclusions show that the prediction method 
can accurately predict the litter size of sows and meet the new requirements of the 
development of livestock and poultry precision breeding. The research can be 
applied to the prediction of Litter Number in pig farm, which is helpful to improve 
the efficiency of pig reproduction and provide economic decision for the users. 

Keywords. Pig breeding, PSO-RBF neural network, sow litter size, mean square 
error, precision breeding 

1. Introduction 

The pig breeding industry is one of the important supporting industries for the state to 

implement a series of policies to benefit farmers and improve agriculture, such as rural 

revitalization and targeted poverty alleviation [1]. China is the world's largest pig 

breeding country, among which the sow reserve and the pig output have exceeded half 

of the world's total [2]. Sows will develop healthy and healthily in the optimal growth 

environment, which is beneficial to improving the body performance; conversely, under 

excessive temperature, biting rack, catching up, slip, whipping, scare and other on [3-8]. 

The litter size of pig sows effectively characterized the reproductive performance and 

productivity of pigs, which are closely related to the economic benefits of breeding farms. 

The key to improve the productivity level of pig breeding is to steadily improve the 

reproductive performance of sows, and expecting the price increase of pigs is only 

expedient [9]. Sow litter performance is the key factor that determines the production 
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efficiency and economic benefits of breeding farms and has a huge impact on pig quality 

breeding work [10]. 

The total litter size of reserve sows is one of the key indicators to measure the overall 

performance of the pig farm, and the delivery rate of reserve sows is regarded as a 

prediction indicator of the future performance of the pig farm. This is a good indicator 

to predict the future performance of pig farms. The performance of the total litter size of 

the reserve sows is also a good indicator, but it is lower than the delivery rate. The 

artificial intelligence neural network algorithm at home and abroad theory has matured, 

and more universities and research institutions will neural network technology is widely 

used in the field of livestock and poultry breeding, but few neural network algorithms 

applied to livestock and poultry litter number analysis, at the same time it is also artificial 

intelligence neural network algorithm in livestock and poultry production prediction 

blank [11-17]. In recent years, some large-scale livestock and poultry farms in China 

have gradually introduced BP neural network or RBF technology to predict the yield 

number of livestock and poultry, but these traditional neural network algorithms have 

problems such as falling into local optimal solution and local minimum value, slow 

convergence speed, or even unable convergence [18-25]. Therefore, the livestock and 

poultry breeding industry urgently need to use an objective and practical test method, 

namely the Radical Basic Function (RBF) based on Partical Swarm Optimization (PSO), 

to solve the above problems, so as to accurately predict the litter size of sows, and also 

to provide a basis for scientific evaluation of sow reproductive performance. 

2. Materials and Methods 

2.1. Sow Litter Size Influences Factor Selection 

The number of livestock and poultry litter yield in rural areas generally mainly depends 

on the accumulated experience of breeding personnel all the year round, with strong 

subjectivity and low prediction accuracy [26]. Sow litter size will be pig breeding 

varieties, strains, genetic genes, nutrition level, season, housing environment climate, 

feeding management (feed type, breeding before short-term optimal feeding, pregnancy 

feeding amount), sow age, parity, with boar management (breeding, delivery), disease 

factors (disease, vaccine), herd rate, embryo survival rate of multiple factors influence 

and restrict [27-28]. The correlation degree between the above various elements is 

complex and non-linear, difficult to establish the model, and the existing evaluation 

methods are highly subjective and random. In order to accurately predict the litter size 

of live pigs, there should be a comprehensive and reasonable litter size prediction model 

of strong sows. 

Based on early visit a large-scale pig farms, research a city animal husbandry and 

veterinary departments effective MoPai work, according to the influence of the existing 

livestock and poultry farms sow litter size factors are divided into primary influence 

factor and secondary influence factor, as shown in table 1, the secondary influence factor 

respectively using X1, X2, X3 (and so on) X20 representation. 
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Table 1. Influences on gilts litter size. 

Impact factors 
 

Level 1 impact factors 
 
Breeding varieties 
 

 
Pig age parity 

 

 

 

 
Poultry house environment 
 

 

 

 
Feed management 
 

 

 

 

 
Grow boars and semen 

 
Disease situation 

 

 

 
climatic factor 

 
Piggy delivery 

 
All kinds of stress 
comprehensive evaluation 

Level 2 impact factors 

1. Variety (sow X1) 

2. The strain (hybrid X2) 

3. Genetic factors (genetic genes are mainly X3) 

1.1~2 fetuses with low reproductive performance and low 
litter (X4) 

2.3~5 The best reproductive performance is more litter (X5 
above 7 months of age) 

3. Lower reproductive performance above 6 fetuses 
(fatigue X6) 

Temperature, humidity, illumination, and CO2、H2S、

NH3Concentration (X7) 

1. Nutrition full price feed (moldy and spoiled feed is 
strictly prohibited) (X8) 

2. Appropriate health additives (X9) 

3. Weaning sows receive vitamins (X10) 

4. Breeding weight, age and fat condition of gilts (X11) 

5. Short-term optimal feeding for weaned sows and short-
term optimal feeding before breeding (X12) 

6. Feeding amount of sows during pregnancy (restricted 
feeding and fat feeding X13) 

Breeding performance (3 to 5 for adults, 2 to 3 for youth, 
X14) 

1. Time of vaccination (vaccine X15 during pregnancy) 

2. Blue-ear disease, swine fever, pseudo-rabies, parvovirus, 
swine flu, JE, swine erysipelas, etc. (X16) 

3. Serum examination (X17) 

Spring, summer (the temperature is too high), autumn and 
winter (low temperature) (X18) 

Pigs breathing, prevent cold and avoid suspended death 
(X19) 

Sow slip, scare, catch up, bite and whip (X20) 

Comprehensive prediction of sow litter size 

 

 

 

 

 

 

 

2.2. Methods for Sow Litter Size Prediction 

The PSO particle swarm biomimetic algorithm is characterized by strong global optimal 

search ability and good local search ability, which originates from a stochastic search 

model based on group intelligence collaboration designed by humans to simulate the 

foraging behavior of birds. The RBF feedforward neural network relies on its adaptive 

ability, outstanding learning ability, and is good at processing and fitting multi-

dimensional data, and can achieve the consistent convergence and consistent 

approximation effect of any nonlinear continuous function. However, a single RBF 

neural algorithm is prone to fall into the local optimal solution when predicting the yield 

number of livestock and poultry, which will lead to certain prediction error. Therefore, 

the PSO particle swarm biomimetic algorithm is used to optimize the RBF feedforward 
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neural network to improve the convergence speed and self-learning performance, so as 

to accurately and quickly find the global optimal solution. 

2.2.1. Partical Swarm Optimization (PSO) 

Partical Swarm Optimization (PSO) is an iterative research algorithm derived from the 

natural bird flock foraging behavior. Assuming that birds randomly search for food in an 

area and have only one piece of food in this area, all the birds in the flock do not know 

where the food is, and also do not know how far away they are from the food. When the 

flock catches food, the most effective way is to find as soon as possible to the surrounding 

area of the bird closest to the food as soon as possible. Each bird in the search area is 

equivalent to a possible solution to each optimization problem in the PSO algorithm, also 

known as a "particle". 

There are several possible solutions in the problem to be found and solved by the 

PSO algorithm. Each possible solution represents a particle in the algorithm, and each 

particle corresponds to a fitness value solved based on the fitness function solution. The 

main characteristics of each particle are the particle fitness value, particle velocity, and 

particle position, where the particle velocity determines the flight direction and distance 

of birds. In each new iteration, the particle will independently and dynamically determine 

the next capture direction and position of the foraging area according to its own unique 

speed and position and the flying experience of other particles, so that the particle can 

search for the optimal solution in several possible solutions. 

Specifically, each particle is self-updated by tracking the global extreme gbest and 

the individual extreme pkibest. When the particle searches for the above two optimal 

solutions, its motion rule will follow the following formula to update its own flight speed 

and experience position in real time: 
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In the formula: w  is the inertial weight factor affecting the particle motion 

velocity; 
1
()rand  and 

1
()rand  are random constant values in the interval [0,1]; 

1
c  

and 
2
c  are learning factors (also known as acceleration coefficient, non-negative 

constant value), causing each particle to accelerate to

k

ibest
p

and
best

g ; k  is the current 

iteration number; respectively is the flight velocity vector and experience position vector 

after iteration 1k  ; 
k

ibest
p  is the best particle searched after iteration k ; and 

best
g  

is the best location for the entire particle population. 

2.2.2. Radical Basic Function neural network (RBF) 

RBF neural network is a three-layer feed-forward analysis network with input layer, 

hidden layer and output layer, which can handle multi-input nonlinear function 

relationship. General RBF contains n input layers, m hidden layers, and 1 output layer, 

which can approximate any continuous nonlinear function with any accuracy. The 
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conversion of the input to the output of the RBF network is a nonlinear relationship, 

while the conversion of its hidden layer to the output layer is a linear relationship. The 

input layer and hidden layer of RBF are connected based on Gaussian radial basis 

function, while the output layer and hidden layer are connected by inertial weight factor. 

The k-th output layer is represented by the following equation: 
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                              (3) 

In the formula: 
jk

w  is the weight of the j th hidden layer node to the k th output 

layer; the 
j

c  is the data center of the j th node radial base Gaussian function; is the 

width of the j th node radial base Gaussian function in the hidden layer. 

Wi(i=1~m) is the corresponding weight of each layer of network. Because RBF 

generally only adjusts and changes the network weight, its algorithm has a short 

operation period and high execution efficiency. However, if the training of Wi 

parameters is not sufficient and the optimization is not careful, the output accuracy of a 

single RBF neural network will inevitably be low. Considering that the PSO particle 

swarm algorithm can optimize the weight factor of the RBF neural network, the organic 

combination of the two is adopted to solve the above problems. The factors X1~X20 in 

Table 1 was selected as the input parameter (20), and the sow litter number Y was 

selected as the output parameter. Therefore, the basic topology of multi-input single 

output of RBF neural network is shown in Figure 1. 

 

Figure 1. Basic Topology of the radial basis function RBF neural network. 

2.2.3. The PSO-Optimized RBF Neural Network 

The global optimization search ability of PSO algorithm is used to optimize the three 

important performance parameters of RBF neural network, namely, the center point cj 

of the radial basis function, the radial basis function width (variance), and the weight w, 

and determining the specific number of hidden layer nodes is also an important link in 

the realization of the network function. Generally, the number of nodes in the hidden 

layer is directly proportional to the approximation ability and output accuracy of the RBF 

neural network, but the more the number of nodes in the hidden layer will increase the 

j

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algorithm training time, reduce the convergence ability, fault tolerance ability, 

generalization ability and approximation ability of the neural network, thus damaging 

the RBF performance. The specific number of hidden layer nodes is generally shown by 

the following formula. We know that the number of hidden layer nodes in the regularized 

PSO-RBF neural network is 6~16 (m=20, n=1 according to the actual situation of this 

paper). 

k m n c  

                                              (4) 

In the formula:c is 1 to 10; n  is the output variable;m  is the input variable. 

The performance of the neural network is measured by training the particle fitness 

of the sample data. The smaller the general particle fitness value is, the closer the particle 

is to the best position. In the PSO-RBF optimization algorithm, its fitness function 

equation can be characterized by the following equation: 
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                                     (5) 

In the formula: Fitness is the fitness function; n  is the total sample amount of the 

training data; t  is the t th training sample data;
t

train  is the expected output value 

after the training;
t
y  is the actual output value. 

2.3. Prediction Steps of the PSO-RBF Neural Network Algorithm 

The flowchart of the sow litter size prediction by the PSO optimized RBF neural network 

algorithm designed according to the actual production requirements of the pig farms is 

shown in Figure 2. 

The specific execution steps of the algorithm are as follows: 

According to the practice of livestock and poultry breeding, the important influence 

factors X1~X15 affecting the sow litter size were selected as the input variable, and the 

sow litter size Y was selected as the output variable. After normalizing the training 

samples, the input-output non-linear correspondence of the neural network is established; 

The three major parameters to be optimized in the regularized radial base neural 

network (center point, variance, the weights connecting the hidden layer and the output 

layer) are composed into each dimensional vector of the individual particle in the particle 

swarm optimization algorithm, and the whole PSO particle population is initialized 

simultaneously; 

The fitness value of each particle is calculated according to Equation (6), and the 

Fitness value is used to determine the location of the current search area, and then the 

best location of the individual particle pkibest and the population particle gbest are 

updated based on Equation (2) and Equation (3); 

According to the output value of the neural network, check whether it meets the 

maximum number of iterations or task completion conditions, and then the particle 

search process is finished and the best particle position is given in real time; 
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Figure 2. Flow chart of PSO-RBF neural network for predicting litter size of sows. 

 

X. Yang / Prediction of Litter Size of Sows Based on PSO Optimized RBF Neural Network 371



 

The best particle position obtained in (4) was taken as the optimization result to form 

the PSO-RBF neural network model, in which the input variable sample data was 

transmitted to the model to obtain the predicted value of sow litter size. 

Considering that there are many input variables in this design and the inertial weight 

factor w will affect the motion speed and search accuracy of individual particles in the 

above optimization process, the convex function decreasing weight method is adopted to 

improve it (the particle optimization process is first fast and then slow nonlinear 

treatment): 

min

2

max

minmax
)1)(( w

a

a

www                            (6) 

In the formula:
max

a  is the maximum number of iterations;a  is the current number 

of iterations;
max

W  is the maximum weight value;
min

W  is the minimum weight value. 

3. Interpretation of Result  

In order to ensure the accurate prediction characteristics of the PSO-RBF algorithm, in 

this paper, the number of nodes in the hidden layer from 6 to 16 are sequentially trained 

for the experiments, and it has been verified that different nodes and their corresponding 

experimental correlation coefficients R are shown in Figure 3. From Figure 3, it can be 

seen that the correlation coefficient value is the largest when the number of nodes in the 

implicit layer is 15, so node 15 is chosen as the number of nodes in the implicit layer for 

the training network. Therefore, a PSO-RBF neural network with a network structure of 

20-15-1 is established. 

 

 

Figure 3. Different nodes and their corresponding experimental correlation coefficients. 

The 20 influencing factors such as sow age and litter size, sow and gilt breed and 

strain, gilt semen, shed environmental information (see Table 1 for specific indexes), 

feed management, epidemic disease, and climatic factors were used as input variables, 

and only the sow environmental information could not be directly input into the PSO-
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RBF neural network, while the other factors could be directly input; the output variable 

was one, i.e., sow litter size. According to the above analysis, the factors influencing the 

litter size of sows are multiple in nature. Considering that the magnitude and order of 

magnitude criteria are different among the influencing factors, all the above input 

parameters need to be normalized and pre-processed before using the neural network 

algorithm, and the formula is shown below: 

max min min
( )P P P Q P                                          (7) 

As shown in the formula: P  is the sample value; Q  is the normalized value; 

max
P  and 

min
P  are the maximum and minimum values of the specific column where 

the sample is located. 

3.1. Training Mean Square Error Results of Algorithms with Different Inertia Weight 

Control Methods 

The 335 sets of breeding parameters stored in a pig farm breeding information upper 

computer database were used as sample data, of which 327 sets of sample data were used 

as learning samples and the remaining 8 sets of data were used as test evaluation samples. 

The prediction step using PSO-RBF neural network requires training of the neural 

network, and at the same time, in order to verify and compare the feasibility and 

effectiveness of the strategy proposed in this paper, different inertia weight factor control 

methods are selected to optimize the PSO network, and the specific training mean square 

error data are shown in Figure 4. Among the three different weight control methods, after 

50 iterations, the mean square error of the algorithm based on the PSO optimized RBF 

neural network with inertial weight convex function decreasing strategy is less than 5%; 

as the number of iterations increases from 100 to 300, the mean square error of the 

algorithm is The mean square error of the algorithm decreases as the number of iterations 

increases from 100 to 300, and its prediction effect is good; it overcomes the 

disadvantage that the simple BP neural network algorithm is easy to fall into the local 

optimal solution and local minimum, and the convergence speed is slow. 

 

Figure 4. Mean square error corresponding to different inertia weighting factor control methods. 
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3.2. Analysis of PSO-RBF Neural Network for Predicting Litter Size of Sows 

In order to further test the effectiveness of PSO-optimized RBF neural network, eight 

sets of experimental data were input into BP neural network, traditional RBF neural 

network and PSO-RBF neural network after in-depth training, and the prediction 

accuracy and working reliability of the three algorithms for litter size of sows can be 

compared. The distribution of prediction results and comparison of prediction curves of 

litter size of 64 sows in a farm by three different neural network algorithms are shown in 

Figure 5(a) and Figure 5(b). 

 

 

Figure 5 (a). Distribution diagram of the prediction results. 

 

Figure 5 (b). Comparison of the prediction curves. 
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According to Figure 5, the prediction curve of sow litter size based on PSO 

optimized RBF neural network algorithm has the highest agreement with the actual 

situation, which also verifies the high prediction accuracy of this algorithm from the side, 

and has more superior convergence than the traditional pure BP neural network or RBF 

neural network. 

4. Conclusion 

In this study, the sows of a large-scale pig farm in Shaanxi Province were selected as the 

experimental object, which is based on the demand for accurate prediction of litter size 

of sow population, and 335 groups of breeding parameters were selected as the sample 

data. RBF neural network algorithm is used to predict the litter size of sows in this farm 

based on PSO optimization. When the number of hidden layer nodes is 15, the correlation 

coefficient value is the largest. After training with a large number of data samples, the 

algorithm determines the prediction neural network structure of 20-15-1 and adopts the 

convex function weight control strategy. Under the premise of increasing the number of 

iterations from 100 to 300, the prediction mean square error gradually decreases. The 

mean square error of PSO-RBF in predicting litter size of sows is less than 5% and the 

highest coincidence with the actual output value. At the same time, PSO-RBF algorithm 

can effectively improve its prediction accuracy and convergence speed, so this prediction 

method has certain practical significance and application value. 

5. Future work 

In the previous studies on sow breeding and production, there are few reports on how to 

predict the litter size of sows by establishing mathematical models. However, this study 

proposes an optimized neural network modeling method based on learning the traditional 

regression analysis method. However, due to the limited number of samples in this study, 

the accuracy and universality of the prediction model constructed by the new method 

need to be further verified; Secondly, the factors affecting litter size of sows in this study 

are limited, and there are few key factors that significantly affect litter size; In addition, 

this study is only a preliminary exploratory study using the neural network method, 

without in-depth parameter adjustment of the model. Therefore, the next research will 

focus on expanding the data volume that affects the litter size of sows, adding key factors, 

and gradually optimizing the prediction model. In the future sow breeding, the use of 

PSO-RBF neural network algorithm can provide a more objective and accurate scientific 

prediction of the litter size of sows in pig farms. In view of the prediction error of this 

neural network, the generalization ability of this measurement method should be further 

improved and more influencing factors should be considered in the modeling process of 

this study. In the future, the research focus will be on the establishment of classification 

standards for high and low yield sows. 
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Abstract. Fuze is an intelligent system for detection, identification and 

determination of targets. It is a core component of ammunition equipment and its 
life prediction is of great practical significance to improvement of the reliability of 

ammunition equipment. Based on the analysis of failure modes and failure 

mechanisms of fuze in natural storage environment, a storage reliability model was 
established for fuze. The acceleration model and the accelerated life test plan were 

determined. Tests were conducted in an isothermal and humidity-constant 

incubator to test and testing data of a fuze was processed. The results demonstrated 
that the storage life of this fuze was 10.05 years (prediction by Weibull 

distribution and maximum likelihood estimation). The proposed method improves 

cost effectiveness of fuze logistics and provides an important way to predict fuze 
life. 

Keywords. Reliability, fuze, life prediction, accelerated life tests 

1. Introduction 

Fuze is an intelligent system for detection, identification and determination of targets. 

It is a core component of ammunition equipment. Fuze accelerated storage life tests 

aim at improving the acceleration efficiency of fuze accelerated tests, reducing the test 

cycle of fuze life prediction, grasping the quality change law of fuze under normal 

storage conditions in a short test time, and predicting storage life [1]. 

Through the research on accelerated storage life test of fuze technology, we obtain 

the reliability during fuze storage, and analyze the failure modes, failure mechanisms 

and failure distribution rules of equipment parts, so as to provide a basis for 

determining the maintenance and repair intervals of the equipment during the storage 

period, as well as the readiness rate of equipment and logistics support cost [2]. At the 

same time, it can also provide a theoretical basis for the design of a noval fuze storage 

reliability, maintainability and life. 

When evaluating the storage life of fuze at home and abroad, the real-time 1: 1 

continuous life test is mainly adopted. However, this method requires a large number of 

subsamples, resulting in great wastes of financial resources, material resources and 

time. Considering long storage period of fuze, the product is eliminated due to its 

backward performance before the life test is completed. Additionally, due to the rapid 
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development of science and technology, the speed of product replacement is becoming 

faster and faster. Hence, people urgently need to obtain life information of products in a 

short time, especially the navigation system. Accelerated life test technology applies 

targeted stress according to the failure mechanism of the product, which greatly 

improves the cost effectiveness of the reliability test. Therefore, the research on life 

prediction has been widely valued in the field of reliability test engineering. Nelson, 

Meeker, et al. implemented systematic research on the optimization design of 

accelerated life test with the simple constant stress under the Weibull distribution and 

lognormal distribution, respectively, and obtained relatively satisfactory results. In 

terms of data processing of accelerated life test, Shi Shisong, Wang Lingling, Fei 

Heliang, et al. thoroughly studied various stress application methods of the accelerated 

life test, different life distributions obeyed by the product, and different conditions such 

as considering competing failures. Finally, many research results have been obtained 

[3]. The navigation institute of the Instrument Department in Shanghai Jiaotong 

University performed the life test analysis on the relatively simple dynamic tuning 

gyroscope, and the parameter performance extrapolation method was used to 

preliminary discuss the gyroscope life prediction method [4]. 

Accelerated life test technology is proposed to predict storage life of fuze, which 

greatly improves the cost effectiveness of fuze storage life prediction and has important 

practical significance. 

2. Design of Accelerated Storage Life Test of Fuze 

2.1. Selection of Stress and Method of Accelerated Life Test 

The design of the accelerated life test scheme is to design an optimal test guidance 

scheme. Long-term practical experience indicates that when the components and raw 

materials of fuze are in a high temperature environment, thermal aging, oxidation, 

viscosity reduction, swelling, etc. will occur; low temperature increase the viscosity of 

the fuze material, leading to the occurrence of embrittlement or shrinkage [5]. During 

the temperature cycle, the expansion and contraction forces generated by the object are 

all concentrated on the weak link of the product, which accelerates the expansion of the 

weak link and causes the material failure of fuze, and affects the storage environmental 

stress of fuze that is mainly temperature stress [6]. Considering that fuze is fully sealed, 

temperature was chosen as the acceleration stress in this test. 

Fuze is expensive, and has many test parameters, plenty of test times, long test 

cycles, as well as high precision and test fundings. Therefore, accelerated storage life 

test of fuze selected the step-stress accelerated life test method [7]. 

The fuze accelerated life test adopted the step-stress accelerated life test method 

with non-substitute timing truncation. The determination of the maximum stress level 

in weak parts of fuze can be based on the conclusion of the reliability enhancement test. 

The reliability enhancement test technology was mainly to take faults and failures as 

research objects. By applying a limit stress higher than the actual endurance to the 

prototype, the potential defects were stimulated in a short period of time, resulting in 

the weak links exposed as soon as possible, so that the working limit and damage limit 

of the test object were obtained, which provided the basis for determining the stress 

level parameters of accelerated life test in weak parts of fuze. 
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Fuze tactical technical indicator specified that the reliability afterstorage for 30 

years is more than 0.5, and the reliability exceeds 0.85 and confidence is 0.8 with 

maintenance every 6 years during storage. Due to the reparability of fuze during 

storage, after comprehensive consideration of the storage period of 30 years and 

maintenance every 6 years, the total test time is determined according to 1/20 of the 

maintenance cycle specified by tactical technical indicator. The total test time is 

calculated as (test truncation time) 120 days. 

The test time of the prototype under each stress level T1 is determined according 

to the principles of long accelerated storage life time under low stress and short 

accelerated storage life time under high stress. The truncation time of this test scheme 

under each stress level T1 is: t1 = 45d; t2 = 30d; t3 = 24d; t4 = 21d. 

2.2. Determination of the Number of Sample 

The step-stress accelerated life test requires only one set of samples. Therefore, the 

total number of samples is greatly reduced. When scheduling the step-stress accelerated 

life test, the number of samples cannot be too small, otherwise it will cause difficulties 

in data analysis. 

According to the principle of accelerated life test and the selected the step test 

method, and considering the accuracy of data processing, the number of samples 

selected 40 in this test. 

3. Analysis of Fault Mode and Failure 

A summary of fault modes is shown in Table 1. 

Table 1. A summary of fault modes 

Number Fault prototype number fault modes Reasons of faults 

1 N04, N21 

The working voltage and current 

output that provide combat fuze are 
both 0. 

Transistor 3CG21C 

(01V6) 3CG130C 
(01V7) is open. 

2 N04, N24 

The working voltage and current 

output that provide fixed depth fuze 
are both 0. 

Transistor 3CG21C 

(01V8) 3CG130C 
(01V9) is open. 

3 N20, N34 

The working current that provides 

microcomputer fuze is less than 45 
mA. 

Magnification drift 

of crystal triode 
3CG130C (01V5) 

 

As observed, the main factors causing faults of the accelerated life test 

prototypeare the open circuit failure of the transistors 3CG21C and 3CG130C, and the 

hFE parameter drift of the 3CG130C. The temperature stress accelerates performance 

degradation of physical and chemical reactions for transistors, such as ion migration, 

impurity diffusion, intermetallic compound synthesis, molecular changes, creep, 

crystalline changes, and rearrangement of microstructures in insulating materials, as 

well as the material aging, which results in parameter changes or failures. 
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4. Working Life Prediction 

4.1. Calculation of Fault Occurrence Time of Fuze Prototype 

The fault occurrence time of each fuze prototype is calculated as Eq. (1): 
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where i is the sequence number of different stress levels; k is the serial number of 

prototype test at the same stress level; rik is the cumulative number of faults in the k-th 

test interval (tik-1, tik) at the i-th stress level; j is the sequence number of the fault 

prototype in the k-th test interval (tik-1, tik) at the i-th stress level. 

The prototype fault time statistics are shown in Table 2. 

Table 2. Prototype fault time statistics  

Stress level Ti T1 = 363 K T2 = 368 K 
Test number i, k T1, 1 T1, 2 T1, 3 T2, 1 T2, 3 

Test moment tik 10.06 10.16 10.22 10.29 11.12 

The number of faults 

rik 
3 1 1 1 2 

4.2. Storage Life Prediction 

The evaluation data of storage life of fuze was obtained entirely through the step-stress 

accelerated life test, and the following assumptions are made before the test processing: 

� Assumption 1: Under the condition of temperature stress, the life tof the fuze 

prototype obeys the dual-parameter Weibull distribution, and the Weibull 

distribution cumulative failure function is expressed as Eq. (2): 
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where m is the shape parameter and η is the characteristic life. 

� Assumption 2: Under different stress levels, the fuze failure mechanism is the 

same, that is, m in the life distribution remains unchanged under each stress. 

� Assumption 3: η and Ti of the fuze are expressed as Eq. (3) according to 

Arrnenius model: 
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where a is the intercept of the acceleration equation and b is the slope of the 

acceleration equation. 
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4.3. Storage Life Prediction 

Since the fuze prototype adopted timing truncation tests, the storage life of all failure 

prototypes under accelerated stress was converted to the failure time at normal 

temperature. According to the numerical solution, the likelihood estimate can be 

obtained: a = -12.50; b = 6380; m = 3.35. Table Type Styles. 

4.4. Estimation of Characteristic Life 

From the acceleration equation Eq. (4), the estimated characteristic life (η0) under the 

normal storage temperature stress T0 can be obtained: 

0
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4.5. Working Life Predication 

Define R(t) as storage reliability of fuze, then its reliability life can be calculated by Eq. 
(5): 

1

( ) ( ln )mt R R�� �
 (5) 

If reliability = 0.8, a storage life of fuze is 10.05 years. 

5. Conclusions 

Based on the analysis of the failure mode and failure mechanism of fuze in a natural 

storage environment, its storage reliability model is established. The storage 

acceleration model and accelerated life test scheme are determined, and relevant tests 

are conducted. Finally, based on the failure data obtained from the test and related 

theories, the storage life of fuze t = 10.05 is successfully predicted when the reliability 

is 0.8, which provides a method with important practical significance for product life 

prediction. 
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Analysis and Modeling of Mid- and Long-

Term Output Characteristics of 

Photovoltaic Power Plants 
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a Xi'an Thermal Power Product Certification and Testing Co., Ltd, Xi’an 710089, 

China  
b Xi’an Thermal Power Research Institute Co., Ltd, Xi’an 710054, China  

Abstract. The study of mid- and long-term output characteristics of photovoltaic 
power plants is of great significance for the prediction of photovoltaic power 
generation and the optimal scheduling of multi-energy complementary. This paper 
uses the historical operation data of a photovoltaic power plant in Shandong 
Province to study the important factors affecting the power generation of 
photovoltaic power station. Furthermore, the mid- and long-term output model of 
photovoltaic power plants is conducted which is more suitable for engineering 
practice, considering temperature, dip angle and loss of each part of the power plants. 
MATLAB is used to simulate the model, and the results show that the output trend 
of the whole year can be well simulated. 

Keywords. Photovoltaic power generation, historical data analysis, mid- and long-
term model, engineering application 

1. Introduction 

As an industry that can be matured in the direction of new energy, the solar photovoltaic 

(hereinafter referred to as "PV") industry will further expand in today's vigorous 

development of energy. By the end of 2021, the installed PV power generation in China 

has reached 54.88GW, with a cumulative installed capacity of 305.98GW [1]. 

Due to the intermittent and fluctuating PV output, large-scale grid connection will 

bring great challenges to the smooth operation of the power grid [2-4], accompanied by 

the phenomenon of “abandonment of light” [5]. 

At present, some literature at home and abroad has studied the output characteristics 

of PV power plants. Tian et al. [6] analyze the output process of a single wind and PV 

power plant built in Qinghai Province from 2014 to 2016. According to the different time 

scales, the output characteristics and time complementary of wind power and PV power 

are described in detail. The results show that the variation of wind power generation in 

Qinghai Province is significantly greater than that of PV power plant, and the power 

generation output between wind and PV has certain complementary, which provides a 

technical basis for the stable operation of the power system after being connected to 
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large-scale wind power and PV power. Zhao et al. [7] deals with the ambiguity of cloud 

cover, and a new solar radiation prediction method is proposed after the solar radiation 

model is modified. Xu et al. [8] analyze the output characteristics of PV output at 

different time scales of day, day and season based on Markov model and clustering 

algorithm, and a PV output clustering and simulation method is proposed. The model 

can well maintain the weather, timing and probability characteristics of PV output, and 

has higher accuracy. The research results in the above literature are mainly aimed at 

short-term and ultra-short-term prediction of photovoltaic. The mid- and long-term 

output simulation has not been studied. 

Based on historical data, this paper analyzes the mid- and long-term operation 

characteristics of PV power plants, finds out the key factors affecting the power 

generation of PV power plants, and establishes a mid- and long-term output model of PV 

power plants that is more suitable for engineering practice considering temperature, 

inclination angle and loss of various parts of the power station. Finally, the simulation 

comparison of the model proves that the mid- and long-term output simulation proposed 

in this paper meets the engineering application. 

2. Workflow and Characteristics Analysis  

In order to explore the mid- and long-term output characteristics of PV power generation, 

the one-year historical operation data of a PV power station in Shandong was used for 

analysis. The data collection time is from January 1, 2021 to December 31, 2021, the 

PVoutput interval is 30min, the PV module is installed at a fixed inclination angle of 33°, 

the azimuth angle is 0°, and the actual installed capacity of the project is 20MW. The 

workflow of our entire characteristics analysis is shown in Figure 1. 

Obtain annual raw data

(Including radiation, meteorological data, 

power generation)

Start

Analyze the influence of the 

above data on power generation

Draw the relationship curve of 

influencing factors

Acquire important influencing 

factors

Modify the simulation model 

considering the influence factors

end

 

Figure 1. Workflow of characteristics analysis. 
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Firstly, the relationship between irradiance-temperature-power throughout the year 
is simulated, and the curve is shown in Figure 2. Then, the relationship between 
temperature and power under the same irradiance is simulated, as shown in Figure 3. 
Figure 4 shows the output curve of a typical day for the power plant. Figure 5 shows the 
three-dimensional curve of the annual power time. 

  

  

Figure 2. Irradiance - temperature - power curve. Figure 3. The relationship between temperature and 

power under the same irradiance. 

  

  
Figure 4. Typical daily output curve of photovoltaic 

power station. 

Figure 5. Three-dimensional curve of annual 

power time. 

 
From the above historical data actual output curve, the following conclusions can be 

drawn: in Figure 2, the actual output of PV power plant is greatly affected by irradiance, 
and the influence relationship is almost linear, and the greater the irradiance, the greater 
the PV output. The temperature of PV modules also has a certain influence on the output 
of PV power plants, but the effect is relatively small compared with irradiance on power 
in Figure3. Figure 4 shows the typical weather output curve of PV power plants. The 
actual output curve was drawn by selecting the data of four typical days: sunny (March 
27), partly cloudy (January 2), cloudy (October 16) and rainy (October 10) to draw the 
actual output curve. From Figure 5 it can be seen that: First, when the PV power 
generation output is clear and there are fewer clouds, the sunrise output curve presents a 
single-peak "steamed bun type", which is very smooth. The output time is concentrated 
at 07:00~18:00. The output reaches maximum at 12:00~13:00, and there is no sunlight 
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radiation at night and no electrical energy output. Second, on rainy days with thick clouds, 

the output uncertainty is large and chaotic. Third, the summer light time in Shandong is 

more than in winter, and the power plant operation time is longer in summer and shorter 

in winter, However, due to the high summer temperature, the overall output of the 

maximum output period of the PV power plant is not high. 

3. The Output Model of Mid- and Long-Term Photovoltaic Power Plant 

According to the analysis of output characteristics, PV output is mainly related to 

irradiance, temperature. In order to get a more accurate output value, we also need to 

consider the system loss. Therefore, the influence of the above three factors must be 

considered when modeling PV power plants in the mid- and long-term. 

3.1. Time Series Model of Irradiation 

When the temperature and inclination angle of the PV panel remain unchanged, the 

output of the PV array is mainly related to the irradiation intensity. The irradiation 

intensity available for PV panels in the t period can be calculated according to the 

following formula [9]:  
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0.271 0.274
d b

  

 (10) 

0.271 + 0.706
r b

 
 (11) 

Where, 
0
I

 indicates the intensity of solar irradiation in the outer layers of the 

atmosphere; 
0

S is the solar constant, which represents the total amount of solar radiation 

received per unit area perpendicular to light entering the Earth's atmosphere, with a value 

of about 1367W/m2; N is the date ordinal number of the year, and n equals 1 for January 

1;  is the solar altitude angle;   is the solar time angle;   is the local latitude;  is 

the declination angle;  is the local longitude; t is Beijing time; 
i  is the angle of 

incidence of the sun;   is the inclination angle of the photovoltaic panel;  is the 

azimuth of the photovoltaic panel;   is the surface reflectivity; 
b

  is the direct 

transparency factor;
d

  is the scattering transparency factor; 
r

  is the reflection 

transparency factor. The above formula has taken into account the effect of inclination 

when modeling. If the influence of temperature, system loss and occlusion is not 

considered, the output of the PV power plant is defined: 

 , ( )

t

c solar stc

stc

I
P t P

I
 　

 (12) 

Where, 
stc
P  is the output of PV panels under standard conditions, which is, the actual 

installed capacity of the PV power plant. 

3.2. Output Model That Considers the Influence of Ambient Temperature 

The effect of ambient temperature changes on the actual output is not considered in 

Equation 12. The ambient temperature of the power station changes in real time, so the 

above output expression needs to be corrected. The temperature correction output of the 

photovoltaic power plant at t moment can be expressed [10] as follows: 
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Where,
c

R  can be valued 150-200W/m2 and 
t

T  is the temperature of the 

photovoltaic panel cell at t moment; 
T

 is the temperature coefficient of the PV panel. 

Notice that the temperature referred to in Equation 13 is the temperature of the PV 

panel cell body. The temperature read out by the meteorological information of the PV 

power plant is the ambient temperature, so the temperature in Formula 13 needs to be 

converted. A large number of experiments have proved that the function relationship 

between PV cell temperature and solar irradiation intensity and ambient temperature is 
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shown in Equation 14 [11], which has sufficient accuracy from an engineering point of 

view: 

t air t
T T k I  

 (14) 

Where, 
a ir

T  is the ambient temperature; k  is parameter that vary according to the 

performance of the PV panel. 

3.3. Correction Model That Considers the Losses of Each Part 

Large-scale ground-mounted PV grid connected power stations are mainly composed of 

photovoltaic module array, intelligent confluence equipment, inverter equipment, 

booster stations and grid connected lines. The loss of the entire PV power plant system 

can be divided into four parts: PV square array loss, DC transmission loss, DC/AC 

inverter loss, and AC transmission loss. 

(1) PV array loss 

This part of the loss can be calculated by measuring the ratio of the difference 

between the output and input of the DC side PV array and the installed power at standard 

irradiance (1000W/m2). The main reasons for this loss are as follows: 

1) Module matching loss: This part is caused by the mutual blocking of PV panels, 

even if the shadow distance control is strictly implemented for the design and 

fine construction of the system. 

2) Air pollutants and occlusion loss: that is the loss of dust, rain and snow on the 

surface of the PV modules. 

3) Unusable energy loss: Solar radiation that is not available when the amount of 

radiation is low. 

4) Temperature loss: PV modules have a negative temperature coefficient, 

resulting in loss due to increased temperature and reduced power. 

The above four losses can be considered as losses caused by shadows, cloud occlusion, 

weather changes (sunny, rainy, cloudy, etc.), and dust occlusion of PV modules. We 

define the above losses as uncertain factors. Temperature loss have corrected in the 

previous section of modeling. PV system losses in this section do not take into account 

the losses generated by PV arrays. 

(2) DC transmission loss 

DC transmission loss is mainly caused by DC cables, combiner boxes, DC cabinets 

and other components. This loss can be measured by measuring the input and output 

power of each link, and then calculating the corresponding loss value. 

(3) DC/AC inverter loss 

The loss of the inverter mainly comes from the power loss of its internal electrical 

components. At present, the mainstream inverter is divided into centralized box inverter 

integrated machine and string inverter. By measuring the input and output power of the 

inverter in each power plant, the inverter loss value can be obtained. 

(4) AC transmission loss 

This part mainly refers to the transmission loss from the AC output of the inverter 

to the high-voltage grid, focusing on the loss generated by transformers and AC cables. 

The loss of the above links can be measured by the input and output power of each link, 

and then the corresponding loss value can be calculated. 
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According to the test results of multiple actual projects, the loss range of each part 
of the PV power plant can be given, see Table 1 for details. 

Table 1. Loss statistics of the above parts. 

Symbol Loss type Range of loss values (%) 

dc  DC transmission loss 9%~10.5% 

inv
  DC/AC inverter loss 1%~1.5% 

ac  AC transmission loss 1.5%~2.5% 

z  
Total Loss 11.5%~14.5% 

The total loss is equal to the sum of the losses of the parts: 

z dc inv ac

       (15) 

Considering the loss of the PV power plant, the output 
,s solar

P at t can be expressed as 
follows: 

     , ,
1 - %

s solar t solar z
P t P t    (16 

4. Result and Discussion 

In order to explore the applicability and correctness of the built model, the example uses 
a PV power plant in Shandong for verification. The specific simulation conditions are 
shown in Table 2. 

Table 2. Parameters of PV power plant. 

latitude longitude Installed 

capacity 

System 

efficiency 

Dip Angle Azimuth 

Angle 

I
STC

 

35.68 117.5 20MW 88% 33° 0° 1000W/m2 

The modeling curve is shown in Figure 6-8: 

 
Figure 6. Annual output curve of PV power plant based on solar radiation intensity. 
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Figure 7. Annual modeling curve was compared with the actual output curve. 

 
Figure 8. Compare the modeling curve with the actual output curve for a continuous week. 

Figure 6 shows the annual output curve of the PV power plant based on solar 
radiation intensity from January to December 31, 2021 based on geographical location 
simulation. The curve is the maximum value that the theoretical solar radiation intensity 
can reach without considering temperature, inclination angle, system loss and any 
occlusion situation. Any PV power plants can obtain the above output outsourcing 
network as long as the latitude and longitude, time, installation inclination and module 
azimuth are given. 

Figure 7 shows the annual modeling curve considering temperature and system loss, 
and comparing this curve with the actual annual output curve of the PV power station 
shows that the modeling curve is similar to the overall outline of the actual output curve, 
which is closer to the actual output curve than the theoretical curve in Figure 6. Here 
needs to be explained that because of the Spring Festival holiday the actual output curve 
from February 11, 2021 to February 17, 2021 did not have power generation data. From 
May 31, 2021 to June 3, 2021, due to the maintenance of the power plant, no power 
generation data was provided, so there were two obvious gaps in the actual simulation 
curve. However, considering that it is mid- and long-term modeling, a small number of 
data default will not affect the overall output trend of the power station. 

Figure 8 is to compare the modeling curve with the actual output curve more clearly. 
The comparison chart of modeled output curve and actual output curve for 7 consecutive 
days from March 5 to March 11, 2021 was selected. It can be seen from the figure that 
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the modeling curve in this paper is more accurate than the output without considering 

temperature, inclination and system loss. The simulation results are more accurate in 

sunny and cloudy days, and the simulation accuracy is 90% or more; The accuracy of 

cloudy weather simulation is about 80%, but in rainy days due to shadow, cloud 

occlusion, weather changes (sunny, rainy, cloudy, etc.), PV models dust occlusion and 

other factors, there are obvious random fluctuations, rainy weather simulation accuracy 

is low. But for mid- and long-term simulation, the main assessment of simulation trends, 

such simulation effect is enough to meet the guidance of mid- and long-term planning 

and scheduling 

5. Conclusion 

This paper comprehensively analyzes the important factors affecting the power 

generation of PV power plants through the measured data, and simulates and analyzes 

the typical weather and annual power generation characteristics of the PV power plants. 

According to the analysis results of medium and long-term output characteristics of 

photovoltaic power station, this paper takes into account dip Angle, temperature and 

various losses of the power station to model the med- and long-term output of 

photovoltaic power plants. By comparing with the actual power generation data, it can 

be seen that the modeling method described in this paper can well simulate the mid- and 

long-term output trend of PV power plants. The research results of this paper are of great 

significance for the mid- and long-term power generation prediction and multi-energy 

complementary optimization scheduling of PV power plants. However, in this paper, the 

simulation accuracy of low irradiance such as cloudy and rainy needs to be improved. 

Clustering and compound simulation can be used to improve the med- and long- term 

simulation accuracy in subsequent studies.  

References 

[1] National Energy Administration: 54.88GW of new PV installed capacity in 2021, with a cumulative 

installed capacity of 305.987GW! [EB/OL].[2022-03-

10].https://guangfu.bjx.com.cn/news/20220310/1209186.shtml. 

[2] Zhang Y, Chang P. Distributed model predictive load frequency control for power system with renewable 

energy. Electric Drive. 2022;52(20): 70-75. 

[3] Li J, Ai X, Wen J, et al. Quantitative analysis of probability distribution for duration time characteristic 

of photovoltaic power. Automation of Electric Power Systems. 2017;41(6):30-36. 

[4] Petrakopoulou F, Robinson A, Loizidou M. Simulation and analysis of a stand-alone solar-wind and 

pumped storage hydropower plant. Energy. 2016;96(2):676-683. 

[5] Wang G, Zhang D, Li J, et al. Control strategy of photovoltaic storage power generation system 

considering photovoltaic power curtailment. Acta Energiae Solaris Sinica. 2019; 40(03):817-824. 

[6] Tian X, Ji S, Zhang P, et al. Study on the output characteristics of photovoltaic and wind power generation 

in Qinghai. Northwest Hydropower. 2019; 6 (02):1-6. 

[7] Zhao S, Wang M, Hu Y. Research on the prediction of PV output based on uncertainty theory. 

Transactions of China Electrotechnical Society. 2015; 30(16):313-220. 

[8] Xu B, Zhu P, Yuan Y, et al. Clustering and simulation of photovoltaic output adopting markov model. 

Electric Power Construction. 2019; 40(2):54-62. 

[9] Zhang X, Kang C, Zhang N, et al. Analysis of mid/long term random characteristics of photovoltaic 

power generation. 2014;38(06):06-13. 

[10] Shen H, Zeng Z. Solar photovoltaic power generation technology. Beijing : Chemical Industry Press. 

2005:34-36. 

[11] Zhang X, Cao R, et al. Solar photovoltaic grid-connected power generation and inverter control. Beijing 

: China Machine Press. 2012:46-50. 

L. Zhao et al. / Analysis and Modeling of Mid- and Long-Term Output Characteristics 391



Government Thoughts on Environmental 

Cost Control 

Lina FA1 

School of Economics and Management, Shanghai University of Political Science and 

Law, Shanghai 201701, China 

Abstract. The Japanese government arbitrarily releases nuclear pollution into the 
Pacific Ocean. It reduces the time and economic costs of enterprises, but also causes 
the loss of environmental costs. From the perspective of international law, this is 
even more illegal. This also reflects that Japanese enterprises and the government 
do not pay enough attention to environmental cost control. They fail to realize that 
environmental damage will inevitably lead to enterprises and governments needing 
to spend more costs to make up for it, which is not conducive to ecological 
environment protection and human long-term development. Therefore, from the 
long-term interests, the government and enterprises should bear the responsibility of 
controlling environmental costs. The government should play the role of macro-
control and replace the end of governance with the source of governance. It plays a 
role in improving legal norms, strengthening supervision and guidance, establishing 
and improving the emission trading system, and increasing environmental 
information disclosure. 

Keywords. Environmental cost control, marine pollution, Government guidance, 
Emission permit trading 

1. Introduction 

The Japanese government announced that the direct dumping of 1.3 million tons of 

nuclear waste into the sea, which violated the obligations of international law and would 

cause major pollution and damage to marine ecology.[1] It takes at least 20,000 years for 

these nuclear-contaminated wastewater to be completely diluted by marine ecosystems. 

This kind of behavior that will bring huge environmental costs must be paid attention to. 

Governments should learn from it and control environmental costs in a reasonable way, 

especially the control of corporate environmental costs. 

Furthermore, Enterprise environmental cost control is a long-term and arduous com-

prehensive work that runs through each link of the enterprise. A single control method 

cannot achieve the development of low-carbon economy of enterprises. The government 

needs to play a role, combined the actual situation and specific needs of our country, 

from many aspects to improve the mechanism loopholes, build a reliable guarantee 

mechanism in line with social trends, response to the central government's call to develop 

circular economy, and strive to implement the international requirements of economic 

and social sustainable development. [2] 
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2. Cost of Marine Environmental Pollution in Japan 

2.1. Increased Social Environmental Costs 

In the traditional environmental cost calculation theory, the enterprise environmental 

cost only includes the economic cost consumed by enterprises to protect the environment. 

And excluding the loss of enterprise environmental cost caused by resource and 

environment consumption. This also makes enterprises often choose to sacrifice the 

environment in exchange for economic growth. This way may save the cost of enterprises 

in a short time, the consequences of resource depletion and environmental damage will 

eventually shift to the enterprise. Enterprises need to consume more cost to control 

environmental pollution. The choice of Japan' s nuclear power plants to discharge nuclear 

wastewater directly into the Pacific is closely related to cost choices. Since the nuclear 

leakage accident, the Fukushima Daiichi nuclear power plant in Japan has not been able 

to create value for Japan’ s economy in its development. [3] Instead, it has cost the 

Japanese government nearly USD 190 billion in the past 10 years. Therefore, in order to 

save time and economic costs to the greatest extent, the Japanese government abandoned 

the traditional treatment methods of nuclear pollution such as stratum injection, drainage 

into the sea, steam release, hydrogen release and underground burial. Instead, Japan 

chose to dump nuclear wastewater into the sea and transfer environmental costs to society. 

Moreover, the reality proves that the discharged nuclear wastewater cannot 

completely eliminate radioactive elements even after treatment. Tokyo Electric Power 

Company used to remove radioactive elements by setting up accident radioactive sewage 

purification device, but the effect is not obvious, tritium, strontium, cesium, iodine, and 

other radioactive nuclides still exist. These radioactive materials will also spread around 

the world with the water cycle. 

GEOMAR, a German marine research institution, has simulated the specific path of 

nuclear pollution emissions, showing the important impact of nuclear pollution 

emissions on the environment. As shown in Figures 1, from the date of nuclear sewage 

dis-charge, the diffusion to most parts of the Pacific Ocean within 57 days will be 

affected by high radioactive substances. After 10 years, radioactive substances will 

spread throughout the entire ocean, and even reach all corners of the land with ocean 

currents and precipitation. 

 
Figure 1. The diffusion range of nuclear pollution after 57 days and 10 years. 

L. Fa / Government Thoughts on Environmental Cost Control 393



2.2. The Illegal Cost of Pollution Is Too Low 

In 1985, the States parties to the ' London Convention ' agreed at the Ninth Consultative 

Conference on a moratorium on the marine disposal of low-level radioactive wastes 

resolution 21, and decided to maintain an indefinite moratorium on the dumping of low-

level radioactive wastes and other radioactive materials at sea until the final research and 

evaluation. [4] In addition, the modalities for the disposal of nuclear wastes are clearly 

defined in a number of international regulations, such as ‘London Dumping Convention’, 

‘Convention on the Safety of Spent Fuel Management’ and ‘Convention on the Safety of 

Radioactive Waste Management’, and ‘United Nations Convention on the Law of the 

Sea’, as shown in table 1. It is an internationally wrongful act for Japan to discharge 

nuclear waste into the sea in violation of international provisions and evade its 

obligations under international law. 

Table 1. Modalities for the treatment of nuclear pollution and provisions of international law. 

Types of nuclear 

waste 

Principle of 

management 

Processing mode Countries Provisions of inter-

national law 

intermediate and 
low level 
radioactive wastes 

Multiple  
Barrier principle 

Near-surface 
shallow buried 
disposal or cave 
disposal 

USA, 
France, 
Germany 

‘Joint Convention' 
‘London convention’ 
‘treaty on the non-
proliferation of nuclear 
weapons’ 

high level 
radioactive waste 

Absolute security 
principle 

deep geological 
repository 

USA 

spent fuel2 
Spent fuel treatment is carried out with reference to 
high-level radioactive waste 

2 According to the provisions of relevant international law 

However, due to the lack of operability and enforcement, the relevant international 

laws and regulations are only moral condemnation in dealing with Japan’s nuclear 

pollution, and there is no actual legal responsibility, which is not conducive to building 

a good international order. Low costs of illegality can also make such violations emulated 

by other countries, leading to increased marine pollution. 

GEOMAR, a German marine research institution, has simulated the specific path of 

nuclear pollution emissions, showing the important impact of nuclear pollution 

emissions on the environment. As shown in Figures 1, from the date of nuclear sewage 

dis-charge, the diffusion to most parts of the Pacific Ocean within 57 days will be 

affected by high radioactive substances. After 10 years, radioactive substances will 

spread throughout the entire ocean, and even reach all corners of the land with ocean 

currents and precipitation. 

3. Macroscopic Control Function of Government 

The position announcement of environmental accounting and reporting adopted in 1999 

makes the following definition of environmental cost: ‘Environmental cost refers to the 

cost of measures required to manage the impact of enterprise activities on the 

environment in accordance with the principle of environmental responsibility, and other 

costs paid by enterprises to implement environmental objectives and requirements.’ The 

definition clearly defines enterprise-centred and primary responsibility for eliminating 

environmental impacts. 

Nevertheless, the environmental costs of different enterprises are different. For 

example, chemical enterprises, metal industries and other special industries have a high 
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threat to environmental pollution, and they also consume high environmental control 

costs. [5] As shown in Table 2, the environmental costs of different industries are quite 

different, and the key pollutants to be treated are also different. In order to focus on 

solving the principal contradiction, it is necessary for the government to carry out overall 

planning and identify an industry in the area under its jurisdiction as the target to 

calculate and control the pollution of all enterprises in the industry and reduce 

environmental costs. 

Table 2. Environmental costs of different industries. 

Types of business Hi-tech industry Chemical 

enterprise 

Pharmaceuticals 

industry 

Metal 

industry 

A 2574 22855.97 28809 24000 
B 2344 21536.55 12483 30000 3 

3Table 2 Based on CSMAR Database 

In other words, from a macro perspective, government guidance is the premise and 

the government has the right and obligation to control and guide the environmental costs 

of society. Whether the enterprise' s environmental cost control method is appropriate or 

not directly affects the government' s cost expenditure. It includes the cost of pollution 

control, the cost of compensation for the general public, and the cost of formulating 

policies to restrict and punish enterprises.   

From the perspective of cost and benefit in law and economics, the government save 

costs and reduce government spending is the general trend. So how to save costs, which 

requires the government to be based on the whole, draw lessons from successful 

experience and for enterprise environmental cost control policy, formulate corresponding 

policies in advance. 

4. Macroscopic Control Function of Government 

4.1. Improving Relevant Laws and Regulations on Environmental Cost Control 

Our government must be committed to formulate environmental cost control regulations 

for enterprises, improving environmental cost accounting laws and regulations, and 

strengthening the administrative punishment of enterprises, which is the necessary 

premise to improve the current situation of environmental cost control in China's 

enterprises, because legal policies must play an important role in the actual behavior of 

enterprises. 

Specifically, the coverage of China ' s current environmental regulations is narrow, 

the content and requirements of environmental cost control are not clear and environ-

mental protection standards are not uniform. Therefore, it is necessary to improve from 

the above three directions. At the same time, it is necessary for the government to actively 

learn lessons from the laws and regulations of countries with similar successful 

experience and add the elements suitable for our country to the laws and regulations of 

our country in order to formulate specific environmental cost control criteria. By 

clarifying the significance of environmental cost control, and the disclosure of 

environmental cost control information, so as to better guide the practice of Chinese 

enterprises and achieve the win-win situation of enterprise economy and social benefits. 

L. Fa / Government Thoughts on Environmental Cost Control 395



4.2. Strengthening Oversight Guidance 

Perfect laws and regulations can not guarantee that enterprises can consciously abide by 

the relevant system. Therefore, relevant government departments need to increase 

guidance and supervision of enterprises. Implement real-time monitoring of enterprise 

environmental cost control, strengthen administrative penalties for violations, formulate 

more specific and detailed cost control requirements, timely and comprehensively guide 

enterprises to carry out environmental cost control. [6] In addition, the government can 

also reasonably use price control means and media supervision means to promote and 

establish the concept of green production of enterprises, and divide regions for 

centralized pollution control, so as to reduce the environmental cost expenditure of 

enterprises in the region. 

4.3. Increasing Disclosure of Corporate Environmental Cost Information 

The China Securities Regulatory Commission and the Ministry of Finance undertake the 

disclosure and supervision of relevant accounting information. Since the environ-mental 

cost of enterprises also involves environmental protection, and the statistical data and 

corresponding indicators of the National Environmental Protection Bureau are more 

convincing, the National Environmental Protection Bureau also shoulders the 

responsibility of information disclosure. In this way, it is not only conducive to spur 

enterprises to control environmental cost, but also conducive to the use of international 

platforms to improve corporate environmental awareness and encourage the government 

to comply with the trend to develop a sound control policy. Firstly, the information 

released by the enterprise should be reliable, rigorous, and timely. Secondly, professional 

staff should strengthen the research of information disclosure technology, and formulate 

relevant audit computer system. Furthermore, setting up a specific audit department in 

order to see whether the purpose of each environmental cost expenditure is reasonable 

and amount of funds is not enough. 

4.4. Increasing Disclosure of Corporate Environmental Cost Information 

Emission permit trading refers to the environmental protection department to formulate 

total emission control index, and according to the total control index, the environmental 

protection department issued emission permits to sewage enterprises. [7] According to 

the requirements of total amount control, pollutant emission enterprises must discharge 

ac-cording to the requirements of emission permits which can be traded between 

pollutant emission units. On the one hand, enterprises can’t choose to control pollution 

emissions and offset their excessive emissions by purchasing the emissions of other 

enterprises. On the other hand, enterprises with residual emissions can sell their 

emissions to other enterprises and profit from it. Pollution permit trading is more flexible 

and effective than the traditional pollution charge system. 

Emission permit trading is an effective means of market financing for environmental 

protection industry. The government can give indirect subsidies to enterprises by trading 

pollution permits to effectively control pollution, and give indirect penalties to 

enterprises with poor pollution control. Thus, encouraging enterprises to increase 

investment in environmental protection equipment and increasing demand for 

environmental protection products. In addition, the government can also raise funds for 

the environmental protection industry by auctioning permits. 
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5. Conclusions 

Environmental cost control is a long-term and complex work. In order to better 

implement cost control, the government needs to make long-term efforts and give play 

to the role of macro guidance, learn from the lessons of Japanese government and 

enterprises’ laissez-faire pollution, distinguish pollution control indicators in different 

industries, and improve measures in many aspects such as law, regulation, and system, 

so as to better promote the high-quality development of enterprises. 
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Abstract: In the era of the Internet, the continuous development of information 
technology represented by 5G, big data, artificial intelligence, etc. has driven the 

transformation of university education from traditional offline education mode to 

digital, networked, and intelligent online education mode. Online education in 
universities has become an important way to promote educational reform and 

innovation. However, in the process of Digital transformation of education, there 

are still many problems such as solidification of teaching management mode, 
insufficient integration of online resources, lack of intelligent education practice 

platform, etc., so it is urgent to improve the online education management ability 

of colleges and universities. In the future, university education management needs 
to use big data tools to improve management level, explore educational resources, 

unify teaching and learning, and achieve the transformation and upgrading of 

online education management mode. 

Keywords: Big data, universities, online education, administration 

1. Introduction 

Big data relies on the Internet as the basic data material, with the characteristics of 

scale and diversification, and can provide the required large amount of data in a short 

period of time. Education is constantly updating and improving with the development 

of the times. The arrival of the big data era has brought about significant changes in 

modern education, and big data will inevitably become the driving force for education 

reform. Promoting and improving the current online teaching management mode in 

universities has become an important issue that needs to be urgently solved [1-2]. At 

present, there is a shortage of professional talents in the field of big data technology in 

China, and most university teaching management personnel have not fully mastered the 

relevant technology, resulting in a relatively poor application of big data [3-4]. How to 
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effectively apply big data in teaching management, help educators establish big data 

thinking and master relevant technologies, analyze scientific, reasonable, and efficient 

teaching management methods for college students' data information, and improve the 

quality of teaching management has become an urgent issue to be solved. 

2. Advantages of Online Education Management in Universities in the Era of Big 
Data 

2.1. Improving Teaching Efficiency 

Applying big data and artificial intelligence data to teaching management can break 

traditional inherent thinking and open up new prospects. Compared to previous work 

modes, this emerging method of combining artificial intelligence and big data has led 

to a rapid improvement in work efficiency. The application of big data technology can 

fully enhance the teaching and management capabilities of schools, improve the quality 

of talent cultivation, and become an irreversible development trend in today's era [5]. 

From the current development status, big data is gradually being applied to different 

teaching types, as shown in Table 1. 

Table 1. Data source types of big data education. 

Learning categories APP Data source 

Self study 
Wisdom Study Companion, Discussion 

and Answer 
Homework data, Exam data 

Homework Q&A Homework Help, Afan Question 
Homework data, Question bank 

data 

Language learning 
Fluent in English speaking, proficient in a 
hundred words 

English speech database, Word 
database 

Teaching Rain Classroom, Mu Ke 
Interactive data between teachers 

and students 

Teaching managers use different teaching platforms to guide teachers and students 

to apply online resources to self-study, homework, and classroom teaching. And 

through data sources such as homework, exams, knowledge, etc., grasp the teaching 

level of teachers and the learning situation of students, in order to further improve 

teaching management. 

2.2. To Meet the Teaching Requirements of Individualized Teaching 

By utilizing technologies such as big data processing and deep reinforcement learning, 

learners' digital portraits can be calculated and depicted. Through dynamic data 

learning, students' psychological states and behavioral patterns can be calculated, 

providing personalized teaching services for each student. Teaching managers need to 

adapt faster to the ever-changing teaching environment, fully understand students' 

learning behavior through the analysis and screening of teaching data information, so 

as to achieve individualized teaching and propose targeted teaching plans for different 

students, in order to improve the quality of talent cultivation and promote students' 

comprehensive development. 
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2.3. Reforming the Teaching Evaluation Model of Curriculum

The application of big data in teaching management can bring great opportunities for 

the reform of teaching quality evaluation, allowing students to fully absorb the 

knowledge and energy of different disciplines and apply them to the deep learning 

process, promoting students' comprehensive development. In terms of evaluation 

standards, evaluation methods, and content, the teaching evaluation model in 

universities can innovate by using big data to collect a large number of students' 

learning situations, and analyzing data through computer and other technologies, 

ultimately forming visual teaching suggestions [6-7]. Based on the above concept, a 

procedural evaluation system is formed, as shown in Figure 1.

Figure 1. Process evaluation system diagram of big data application.

3. The Problems in Online Education Management in Universities in the Era of 
Big Data

3.1. Insufficient inTegration of Teaching Management and Technology

Chinese universities have integrated big data technology into their teaching 

management, but generally remain focused on data integration, such as counting the 

number of students on campus, registering for exams, and counting the number of 

students in each score segment. The application of technology is relatively limited.

After some universities introduced big data technology into teaching management, the 

application direction did not align with their actual needs, resulting in a small scope of 

technology application and poor effectiveness. In the teaching management work of 

universities, it is necessary to break away from the teaching management itself and 

simply rely on data for teaching management and innovation. Among numerous data 

sources, blindly educating college students through data is not conducive to achieving 

teaching effectiveness. To make good use of data information, as a teaching 

management worker, it is necessary to have strong data screening ability, high level of 

informatization, perfect integration of teaching management and emerging technologies, 

and achieve innovation in management methods and means. In addition, there is 

insufficient emphasis on information security protection, a lack of awareness of 

Data collection for teaching and 

learning processes

Data analysis and capability 

graph construction

Data visualization and generate 

recommendations
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security management, and insufficient protection of data information, which affects the 

stable operation of the system and disrupts the order of teaching management. 

3.2. Lack of Service Awareness in Traditional Teaching Management Models 

Some university teaching management systems focus on the management of basic 

information for teachers and students, neglecting the service function for teachers and 

students. Only some of the daily teaching affairs of teachers and students can be 

completed in the system, and more still need to be solved offline. For students, they can 

query their grades, select courses, and browse their schedules in the system, but they 

cannot apply for leave, leave cancellation, or modify their academic status. The 

traditional management model, which sets up management systems from the 

perspective of managers, neglects the user experience of teachers and students, hinders 

the maximization of teaching management functions, and also makes big data 

technology unable to be applied. 

3.3. Insufficient Information Technology Vapabilities of Teaching Management 
Workers 

Decision makers in the management process of universities are not aware of the 

importance of big data technology for educational curriculum reform, making it 

difficult for various departments in universities to have a correct understanding of the 

importance of big data. This skeptical attitude at the decision-making level directly 

raises the threshold for big data to enter the education industry, blocking its 

development process. This reflects a prominent issue in the application of big data in 

university teaching management, and is also the main reason for the narrow application 

field of big data in university teaching management. 

4. Strategies Adopted for Innovation in Online Education Management in 
Universities in the Era of Big Data 

4.1. Deepen the Integration of Teaching Management and Big Data Technology 

In the context of big data, using big data technology to construct relationship models, 

identifying relevant relationships through data, and predicting college students' 

thoughts and behaviors is beneficial for mastering student dynamics in the first time 

and better teaching management. Firstly, change the existing teaching management 

methods, implement teaching management prediction models, and establish predictive 

thinking for teaching managers. Education managers should establish data awareness, 

scientifically establish student behavior models using mastered data, and analyze 

students' thinking patterns and behavior predictions based on scattered data and 

information. By analyzing the results, a reasonable talent development plan, course 

arrangement, and credit point setting can be formulated to better understand how to 

manage teaching. Predict students' future behavior based on data, understand their 

future development trends, and respond quickly and skillfully to emergencies. 

Secondly, strengthen the ability to collect and analyze student data information. Data 

collection and analysis are the basic tasks of educational informatization, and the 
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efficiency and accuracy of data collection will directly affect the effectiveness of data 

analysis and modeling. Furthermore, it is necessary to strengthen risk management and 

information assessment. By collecting and processing data, not only can educational 

resources be excavated from the data, but also early warning judgments can be made 

through data analysis. Finally, strengthen technical support to ensure data and 

information security.

4.2. Innovative Teaching Management Mode

Teaching management is a process of coordinating and managing various elements of 

the teaching process, making it operate effectively and improving efficiency. At present, 

from the current application status of big data in teaching management, it cannot be 

separated from infrastructure construction. Infrastructure construction is a very 

important organic part of the expansion of big data in the field of education. For service 

innovation, schools should inject the educational concept of comprehensive quality and 

comprehensive development into students' education work, and promote infrastructure 

construction, in order to better establish service functions and teaching quality 

evaluation paradigms. The basic education work of students cannot be separated from 

the guarantee of infrastructure, in terms of investment and construction of 

infrastructure guarantee [8-9]. According to the research results of the Zhongyan Puhua 

Industry Research Institute, it is predicted that the scale of China's education industry 

informatization market will gradually increase, as shown in Figure 2.

Figure 2. Supply Forecast for China's Education Industry from 2023 to 2028 (100 million yuan).

In the era of the Internet, the construction of resource sharing in university 

teaching management under the background of big data is an inevitable trend. This 

helps to achieve a teaching management model of information integration in university 

teaching management systems and integration of university information equipment, 

providing means for exploring teaching laws and opportunities for the construction of 

management decision-making levels in universities [10]. According to the data released 

by big data trading, the application of big data in the education field does not have an 

advantage, as shown in Figure 3.
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Figure 3. Proportion of Big Data Enterprises by Industry.

Universities should establish correct values in a timely manner, increase the 

investment budget for introducing big data into infrastructure construction, and 

improve the service quality and level of school teaching. This is an important 

development requirement for university teaching management in the new era.

4.3. Strengthening Teaching Management and Cultivating Teachers

Innovative and efficient teaching management models can orderly carry out teacher 

training activities in the process of education and teaching reform and comprehensive 

management work. This can enable teachers to fully utilize big data technology to 

achieve curriculum education and comprehensive quality education for students, which 

will greatly benefit teaching quality. The importance of big data for education lies in 

promoting the modernization of teachers and the informatization of teaching. Through 

the application of information technology concepts, tools, environments, and methods, 

promote teachers to adapt to changes in the times and achieve modernization and 

transformation of teachers [11]. The information technology elements of Chinese 

university teachers are shown in Figure 4.
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Figure 4. Elements of Informationization for Chinese University Teachers. 

5. Conclusions 

Traditional classroom education in Chinese universities should adapt to the changes of 

the times and make reasonable use of big data to strengthen teaching management. The 

innovative development of online education must be combined with the advantages of 

the times, and the integration of big data technology and artificial intelligence 

technology has become an inevitable trend in the reform of education methods and 

education systems. Starting from the teaching quality management mechanism, big 

data organization framework, and smart teaching platform, we aim to innovate the 

online education model, in order to achieve healthy, stable, and sustainable 

development of the online education model, and create a free and flexible intelligent 

teaching method for citizen education. 
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Abstract: With the development of China's economy and social progress, China's 
education industry has ushered in huge development opportunities. The 
development of high-tech has accelerated the integration and utilization of 
educational resources, providing opportunities for the development of lifelong 
education. Promoting the transformation and upgrading of traditional lifelong 
education to Digital transformation is an important guarantee and an inevitable 
trend for China to pursue the sustainable development of lifelong education. By 
analyzing the changes in the current educational environment, this paper explores 
in detail the challenges faced by the Digital transformation and upgrading of 
lifelong education and the development strategies, which will play a certain 
reference role in the upgrading and development of Digital transformation of 
lifelong education. 
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1. Introduction 

China is currently in the process of continuously developing its economic development 

level, and lifelong education is gradually entering the public eye from the periphery. 

The popularization and application of a series of information technologies such as big 

data, the Internet of Things, virtualization, and cloud computing in the field of 

education in China have prompted continuous updates and development of educational 

concepts, environments, and methods [1-2]. The Digital transformation of lifelong 

education is jointly determined by economic development, social changes, 

technological innovation and other factors, and ultimately aims to improve the quality 

of the people, improve their cultural level, and achieve the goal of free and 

personalized development of education [3-4]. In the new era, to implement the digital 

strategic action of lifelong education and accelerate the transformation and intelligent 

upgrading of lifelong education, it is necessary to explore the current problems and 

solutions of the Digital transformation of lifelong education. 
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2. Current Situation of Digital Transformation of Lifelong Education in China 

2.1. The State Vigorously Promotes the Digital Transformation of Lifelong education 

In recent years, China's policy documents on Digital transformation of education have 

been issued, which provides a better policy environment for promoting China's 

education transformation and upgrading to a new stage. In December 2021, the 

"Fourteenth Five Year Plan" National Informatization Plan proposed to "carry out 

lifelong digital education", and pointed out the direction of Digital transformation of 

lifelong education from infrastructure, digital resources, teaching reform and other 

aspects [5]. By May 2023, 29 provinces and cities in China have issued relevant 

policies on promoting the Digital transformation of education and accelerating the 

process of education informatization. 

2.2. Existing Methods of Digital Transformation of Lifelong Education 

The integration of new technology and education has promoted the continuous 

strengthening of education informatization in China, and the public's understanding of 

Digital transformation of education is deepening. Innovative lifelong education 

initiatives are constantly emerging and leading educational reforms, such as the O2O 

learning method, which enables learners to achieve synchronous online and offline 

teaching; U-Learning, utilizing information technology to provide intelligent learning 

tools that are not limited by time and location; MOOC and other online learning 

platforms offer high-quality courses for free and provide a large amount of learning 

materials. In addition, the implementation of various teaching resource sharing 

methods such as micro classes and flipped classes provides convenient conditions for 

realizing the Digital transformation of lifelong education [6]. According to the online 

questionnaire survey results, it can be seen that Chinese citizens tend to use online 

learning platforms, as shown in Figure 1. 

 

Figure 1. Chinese citizens tend to use online learning platforms. 

According to the survey, the platforms that Chinese citizens most tend to use are 

Tencent Classroom, Tencent Conference, Love Classroom, QQ Live, and Rain 

Classroom. 
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2.3. Achievements of Digital Transformation of Lifelong Education 

China attaches great importance to the construction of lifelong education learning 

resources, especially the digital and networked transformation and upgrading of 

learning resources. New generation technologies, such as artificial intelligence, big data 

and 5G, enable learners to acquire new capabilities and are constantly integrating with 

education [7]. Technology enabled education will make breakthroughs in lifelong 

education, update the concept of lifelong education with new generation information 

technology, transform the education model, and promote new forms of innovative 

development, such as continuing education for academic qualifications, non academic 

education training, elderly education and community education,as shown in Figure 2. 
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Figure 2. The Relationship Between Next-generation Information Technology and Lifelong Education. 

The lifelong education network platform can provide more diverse and 

high-quality courses to everyone, which is the pursuit of educational fairness. 

3. Difficulties in Digital Transformation of Lifelong Education 

The Digital transformation of lifelong education is not easy. This paper discusses the 

typical difficulties in the Digital transformation of lifelong education from three aspects: 

infrastructure construction, education subject recognition, and the quality of talent and 

technology integration, as shown in Figure 3. 

 

Figure 3. Typical problems in the Digital transformation of lifelong education. 
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3.1. Insufficient Infrastructure Construction 

Infrastructure construction is the core force of educational transformation in the digital 

era, and an important strategic measure to accelerate educational modernization and 

build an educational powerhouse. There are still some deficiencies in the infrastructure 

construction of China's lifelong education and Digital transformation. The most critical 

element is the construction of digital education resource platform. At present, the 

digital high-quality education resources that can effectively meet the needs of the 

public are still in a state of long update cycles, insufficient planning and design, and the 

mechanism for sustainable quality improvement still needs to be improved [8-9]. The 

high-quality digital education resources and digital education platforms that meet the 

needs of lifelong education urgently need to be effectively strengthened. 

3.2. Insufficient Identification of Educational Subjects 

The Digital transformation of lifelong education also has the phenomenon of not deep 

understanding of the concept and insufficient theoretical research. Lifelong education 

digital educators do not yet have the awareness to fully utilize digital technology and 

big data to change traditional teaching content and methods, and achieve digital 

thinking leading the transformation of education and teaching. For example, the 

understanding of the connotation of Digital transformation of education and the 

concept of leading the modernization of education is not deep, the top-level design is 

not enough, the systematic methodology is still lacking, and the rich typical experience 

of successful transformation is also lacking, and the benefits of transformation are not 

very obvious. 

3.3. The Quality of Talent and Technology Integration needs to be Improved 

In the new era, China's goal of accelerating the construction of a high-quality education 

system and a powerful country with human resources forces the Digital transformation 

of education. The purpose of lifelong education is to realize the equalization of 

education public services, accelerate the construction of high-quality education system, 

and urgently need education Digital transformation enabling education. The new 

generation of digital technology and the Digital transformation of the economy 

urgently need education to cultivate innovative talents needed by the society and 

improve the quality of human resources to meet the needs of future international 

competition and building a powerful country in human resources [10-11]. 

4. Strategies for Digital Transformation of Lifelong Education 

Based on the innovation Ecological systems theory and the technology organization 

environment framework, an analysis model for the driving factors of educational 

Digital transformation is proposed, as shown in Figure 4. 
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Figure 4. Analysis model of driving factors for Digital transformation of education. 

4.1. Promoting the Infrastructure Construction of Lifelong Education Platforms 

Deeply apply 5G, artificial intelligence, big data, virtual reality and other new 

generation digital technologies, accelerate the promotion of new digital infrastructure 

in information networks, platform systems, digital resources, smart campuses, 

innovative applications, trusted security and other aspects, and innovate the support 

system for Digital transformation of education. For example, the use of AI technology 

to promote the Digital transformation of teaching, the use of AI knowledge mapping 

technology support to achieve the Digital transformation of course materials, and the 

use of AI learner profiling technology support to achieve the Digital transformation of 

student learning difficulty classification research. Rural and urban areas jointly build 

"cloud classrooms", carry out remote online teaching, connect urban and rural areas 

with one screen, integrate and interact online and offline teaching, and share 

high-quality digital teaching resources. As shown in Table 1. 

Table 1. Functions and Characteristics of Some Online Education Platforms in China. 

Platform Name Operator Uptime Function and characteristic 

CCtalk 
Hujiang 

Education 
2012 

Based on the learning center, it has achieved 
various functions such as online question answering, 
courseware display, voice interaction, whiteboard 
writing, and screen sharing, covering Android/iOS, 
iPad, PC, and Mac platforms. In 2019, V7.5.6 
version was launched to further optimize the 
learning experience. 

DingTalk 
Alibaba 
Group 

2014 

By establishing nail groups, various online 
classroom functions can be achieved, using three 
live streaming modes: camera mode, screen sharing 
mode, and professional mode. The professional 
mode of group live streaming can be set to add 
images, set cameras, share desktops, play videos, 
insert images, capture windows, and so on. The 
platform provides PC, Web, and mobile versions, 
supporting file transfer between mobile phones and 
computers. 
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Tencent 
Classroom 

Tencent 
Education 

2014 

A large number of high-quality educational 
institutions and famous teachers are gathered here. 
There are many online learning boutique courses, 
such as vocational training, Civil service 
examination, TOEFL IELTS, certificate 
examination, oral English, primary and secondary 
education, to create a classroom for teachers to teach 
online and students to interact in a timely manner. 

The most commonly used learning software in China can provide a good platform 

for the Digital transformation of lifelong education. In the future, it will continue to 

integrate technology to build a dedicated learning network platform for lifelong 

education. 

4.2. Improve the Digital Collaborative Governance System 

Deepen the application of digital technology and promote systematic changes in 

education. Smart education is based on the application of intelligent technologies such 

as artificial intelligence, big data, and the internet in the field of education, and builds 

an intelligent learning atmosphere through methods and means such as platforms, 

resources, and data. This educational model provides personalized demand solutions 

for lifelong education, and guarantees the cultivation of talents with innovative 

practical abilities, interpersonal communication and cooperation abilities, high-level 

thinking abilities, digital literacy and skills in society. In short, it is to use the wisdom 

of education to cultivate intelligent people. 

4.3. Strengthen the Construction of Digital Talent Team 

The digitalization level of the teaching staff affects the implementation of the digital 

education strategy. To cultivate professional digital talents and enhance the digital 

literacy of teachers and students, it is required that teachers and students can use certain 

information technology means and methods in the digital environment to quickly and 

effectively discover information, integrate information, extract information, and 

communicate and store it effectively. Improving the digital literacy and digital 

application ability of teachers and students is the key to realize the Digital 

transformation of education. Digital talents usually need to possess three elements: one 

is to master digital technologies related to computers, big data, artificial intelligence, 

communication, etc., which is the basic requirement for digital talents; The second is to 

be able to apply digital technology in a certain field or scenario, which is a prerequisite 

for digital talents to play a role; The third is to be able to keep up with technological 

and industrial development trends, which is a professional requirement for digital 

talents. The promotion of lifelong education Digital transformation needs talents. Every 

step of digital development can not be separated from talents. The development of 

digitalization in every industry, industry and enterprise is the result of talents' efforts. 

Digital transformation is not only a technological transformation, but also a talent 

transformation fundamentally. 
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5. Conclusions 

The Digital transformation of lifelong education needs to continuously strengthen the 

deep integration between science and technology and education, accurately locate the 

construction goals and tasks, develop a complete workflow of resources from 

construction to integration, development and utilization, and standardize the technical 

standards and development platform for the construction of digital learning resources. 

By constructing the digital concept of lifelong education, we aim to enhance the 

modern resource sharing and utilization of digital, networked, and integrated learning 

resources, create a scientific digital teaching resource management approach, and 

promote the development of lifelong education. 
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Abstract. Bio gas is a kind of clean energy, which is often produced by biomass 

gasification. At the present work, the effects of multi-factors on the volume 

fraction of gas were analyzed numerically based on big data, and these factors 
included temperature, pressure, biomass species and various gasify agents. 

Moreover, the volume fractions and mass fluxes of gas was discussed. Pressure 

and temperature were set at the ranges from 1MPa to 6MPa and from 400℃ to 
1000℃, and the gasify agents selected H2O, H2O-O2, O2, CO2 and H2. The results 

show that the highest yields of gas were the pine sawdust with the highest content 

of C, H and H2O since the yield of gas depend on the component contents of 
biomass. Pressure has a reverse effect on the variations of gas volume fractions 

compared to temperature. As pressure rose, the volume fractions of both H2 and 

CO reduced, while the volume fractions of both CH4 and CO2 ascended. On the 
contrary, the volume fractions of both H2 and CO increased, while the volume 

fractions of both CH4 and CO2 decreased with the increasing of temperature.  

Keyword: Biomass gasification, gasify agent, temperature, pressure 

1. Introduction 

The emission generated by the combustion of fossil fuels have brought serious 

environmental pollution. As the exhaustion of fossil fuel and the calls on environmental 

protection, it is popularized for bio-gas as a kind of clean fuel due to its higher thermal 

value and lower emission. Valente et al. [1] checked the suitability of various gas 

production options based on the life-cycle. Gas production from biomass gasification 

performed significantly better than that from the steam methane reforming in 

environmental protection. Many scholars have studied the effects of operational 

parameters and gasify agents on biomass gasification at home and aboard. Fremaux et 

al. [2] run an experiment of the sawdust gasification with steam in a fluidized-bed. At 

700℃ and a residence time of 40min, as the addition of steam increased, the volume 
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fraction of gas ascended, including H2, CH4 and CO2. They reported that the increment 

in temperature surged slightly H2 production, while reduced the tar content. Wang et al. 

[3] carried out an experiment of the sawdust gasification with steam in a fixed-bed, as 

residence time ascended from 8 min to 34 min and the temperature increased from 

550 ℃ to 850 ℃, the mass fraction of residual carbon reduced from 32% to 20%, the 

mass fraction of gas rocketed.  

However, the present researches adopted the limited data to carry out their studies, 

the obtained results were only suit for given conditions. As the big data was applied 

widely, it is necessary to improve the application ranges of our findings under the help 

of the big data. Therefore, at the present work, on the basis of the big data, the 

numerical simulation was proceeded to analyze the effect of multi-factors on biomass 

gasification. The calculation work was done by Aspen Plus software, the conditions 

was selected based on the principle of big data. 

2. Numerical Simulation 

2.1. Principle of Biomass Gasification 

Fig.1 shows the processing and principle of biomass gasification. Biomass first 

experiences drying and pyrolysis, forming gas products (CO, H2, CH4, CO2, H2O), 

liquid products (tar, liquid acid, macromolecule compound) and solid products (carbon 

and ash). Next, the pyrolysis products continue to be splitted, reformed, oxidated and 

reduced. Usually, the required heat during drying and pyrolysis will be satisfied by 

combustion reaction in biomass gasification, and main reactions was shown in Table 1.  

Table 1. The main reactions in the Gasifier 

Chemical reaction ΔH (kJ.mol-1) Name 

Biomass→H2O+H2+CO+CO2+tar+h

ydrocarbon+coke 
— pyrolysis 

CmHn+H2O→CO+H2 Endothermic reaction 
Reforming between CmHn 

and steam 

CmHn+CO2→CO+H2 Endothermic reaction 
Reforming between H2 carbon 

and CO2 

CO+H2O=CO2+H2 -41 Water and gas reaction 

3C+4H2O=2CO+CO2+4H2 +353 coke and steam Gasification o 

C+O2→CO2 C+CO2=2CO -394, +172 Coke gasification  

CO+3H2=CH4+H2O 

CO2+4H2=CH4+2H2O 
-207, -166 Methanation reaction 

 
Fig. 1 Schematic diagram of the processing and principle of biomass gasification. 
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2.2 Calculated Method 

Aspen Plus software has a successful application in coal chemical industry as a reliable 

method to simulate biomass gasification due to the similar components between 

biomass and coal. The assumption was done before the starting calculation[4]. 

(1) Gasifier is in a stable state without pressure and temperature gradients; 

(2) O, H, S and N are transformed into gas, while C has a partial transformation; 

(3) Ash is viewed as a kind of inertia substance without gasification; 

(4) An instantaneous complete mixture occurs between gas and biomass; 

(5) All gas phase reactions occur and reach an equilibrium state quickly; 

A calculating processing was shown in Fig.2. Three modules were used, including 

RSTOIC (RS), RGIBBS (RG) and SSPLIT. Biomass was decomposed into the 

molecules in RS where realized a partial oxidation and gasification reactions, and then 

the produced heat was sent to RG for providing the oxidation reaction with uneven 

temperature. At the same time, various gasify agents were sent into RG, and both gas 

products and ash were separated with SSPLIT, and then entered to SEP for removing 

H2O. Through the series of processing, the dried syngas was obtained. 

 
Fig. 2. Calculating processing of the biomass gasification model in Aspen Plus. 

3. Comparison of Calculated Results to Experimental Data  

In order to verify the reliability of Aspen plus simulation method, the experimental 

operational parameters in the reference [5] were simulated numerically. According to 

the experiment from the reference [6], the straw of 3g was used, and its components 

were shown in Table.1. The steam mass flux of 1.033g/min and the temperatures of 

750℃, 800℃, 850℃, 900℃, 950℃ and 1000℃ were given. Fig. 3 shows a 

comparison of the calculated results to experimental data of H2, CO, CO2 and CH4. 

Table 2. Industry analysis and element analysis of sawdust. 

Industry analysis (%) Element analysis (%) netQ  

(MJ/kg) dFC  
dV  

dA  
dC  

dH  
dN  dS  

dO  

15.33 84.1 0.54 46.73 6.54 1.71 0.95 43.47 18.85 

    It can be seen from Fig.3, as the temperature increased from 750℃ to 1000℃, the 

errors between the calculated results and experimental data ranged from -8% to 2% for 

the volume fraction of H2, from -24% to 42% for the volume fraction of CO, from 

-52% to 27% for the volume fraction of CO2 and from -28% to 95% for the volume 

fraction of CH4.Their error ranged from -40% to 19% at 750℃, from -4% to 17% at 

800℃, from -50% to 52% at 850℃, from -41% to 77% at 900℃, from -43%to 88% at 

950℃ and from -42% to 95% at 1000℃. So, errors were neglected at from 700℃ to 

800℃. It is mainly because the content of CH4 reduced sharply and up to zero over 
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800℃, leading to an intensive increment in the error of CH4. However, the calculated 

results at all temperatures are in agreement with the experimental data for the volume 

fraction of H2.  

 

Fig. 3. Comparison of experimental data to calculated results. 

4. Gasification Processing of Various Biomass 

Biomass can be divided into herbaceous and woody plants with the macro-molecule 

polymer that consisted of C, H and O elements. Here, the herbaceous biomass selected 

the rice husk and corn straw, and the woody biomass considered the pine sawdust. 

Table.3 shows their industry analysis and element analysis. Aspen plus software was 

applied to simulate their gasification processing. 

Table 3. Industry analysis and element analysis for three kinds of biomasses from reference [4]. 

Base Component Rice husk Rice straw Pine sawdust 

Industry 

analysis 

%  

Mad 6.92 7.57 8 

Aad 18.82 5.78 0.52 

Vad 59.14 71.36 75.70 

FCad 15.12 15.29 15.78 

Element 

analysis  

%  

Cad 36.68 42.93 46.49 

Had 5.39 5.07 6.51 

Oad 31.84 37.17 37.82 

Nad 0.31 1.41 0.14 

Sad 0.04 0.13 0.52 

Heating value Qnet (kJ/kg) 13398 14400 18875 

4.1 Effect of Temperature 

Fig.4 shows the variation of volume fraction of gas products generated by three kinds 

of biomass with the increasing of temperature based on 3800 calculated data The 

volume fractions of both H2 and CH4 increased sharply at the temperature from 600℃ 

to 900℃. The mass flux rose from 0 to 72kg/h for H2 and from 0 to 1000kg/h for CO. 

It is indicated that an increment in temperature is helpful to produce more H2 and CO 

via absorbing heat reaction of methanation. However, as the temperature rose, the 

volume fraction was reduced by 65%-70% for CO2, and was almost equal to zero for 

CH4 over 800℃. The mass flux ranged from 1380kg/h to 500kg/h for CO2 and from 
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300kg/h to 10kg/h for CH4. It was in agreement with the results from the reference 

[6-8], It is mainly because CO2 generated by the water and gas reaction and coke 

gasification reactions were consumed. Moreover, the methanation reaction was an 

exothermic reaction, the increment in temperature caused the generated CH4 to 

transform into H2 and CO, and hence leading to the drop in the volume fraction of CH4. 

However, the CH4 yield has surpassed the yield of H2 for the rice husk gasification at 

less than 600℃, and was less than the yield of H2 at the temperature over 600℃. What 

is more, the turning point is larger than 600℃ for the corn straw and pine sawdust. 

  

Fig. 4. Variations of volume fraction of gas products with the increasing of temperatures. 

4.1. Effect of Pressure 

Pressure is another key factor in the processing of biomass gasification based on 2600 

calculated data. Fig.5 shows the variation of the gas products mass fluxes with the 

increasing of pressure at the mass flux of 500kg/h and the temperature of 800℃.  

 
Fig. 5. Effect of pressure on mass fluxes of gas products.   

As pressure rose from 1 MPa to 6 MPa, the mass flux of H2 decreased from 113 

kg/h to 84 kg/h for the pine sawdust, from 80 kg/h to 37 kg/h for the rice husk and from 

105 kg/h to 60 kg/h for the corn straw. The mass fluxes of CO2 rose from 243 kg/h to 

343 kg/h for the pine sawdust, from 494 kg/h to 729 kg/h for the rice husk and from 

319 kg/h to 513 kg/h for the corn straw. The mass flux of CO decreased from 1223 

kg/h to 1002 kg/h for the pine sawdust, from 856 kg/h to 454 kg/h for the rice husk and 

from 1220 kg/h to 746 kg/h for the corn straw. The mass flux of CH4 rose from 8 kg/h 

to 98 kg/h for the pine sawdust, from 127 kg/h to 271 kg/h for the rice husk and from 
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40 kg/h to 183 kg/h for the corn straw. It can be seen in Fig.5, as pressure rose, the 

mass flux of CH4 rose, while the mass flux of both H2 and CO reduced. It was in 

agreement with the results from the reference [9-10], in which the CO2 production is 

encouraged at high temperature as a consequence of the occurrence of side-reactions. 

On the contrary, the CO2 production was decreased as pressure ascended. Meanwhile, 

the pressure ascension drove the steam reforming reaction of the methane, causing the 

reduction in H2 production. Similarly, the mass fluxes of gas products have the highest 

value for the pine sawdust, while the lowest value for the rice husk. It relied on the 

contents of C, H and H2O in the biomass. 

4.2. Effect of Various Gasify Agents 

Here, H2, CO2, O2, H2O and H2O-O2 were used as the gasify agents, the rice husk was 

used as biomass that was sent into the gasifier at mass flux of 1400 kg/h at 700℃ and 

3Mpa. Fig.6 shows the volume fractions of gas at the ratio of the gasify agent to 

biomass masses (G/B) based on 7900 data.  

       

     
Fig. 6. Volume fractions of gas products at various G/B. 

The volume fraction of H2 was the highest in H2 at various G/B. The volume fraction of 

H2 reduced from 0.35 to 0.9 in H2, ascended from 0.21 to 0.35 in H2O, steadied in 0.19 

to 0.2 in H2O-O2, dropped from 0.17 to 0.13 in O2, and went up from 0.15 to 0.18 in 

CO2. The volume fraction of CO was the highest in O2 at G/B from 0.085 to 0.14 and in 

CO2 over G/B of 0.14. The volume fraction of CO reduced from 0.225 to 0.125 in O2, 

from 0.18 to 0.12 in H2O-O2, from 0.17 to 0.1 in H2O and from 0.1 to 0 in H2, while 

ascended from 0.19 to 0.21 in CO2. The volume fraction of CO2 was the highest in 

H2O-O2 at G/B from 0.22 to 0.56 and in O2 over G/B of 0.56. The volume fraction of 
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CO2 rose from 0.44 to 0.62 in H2O-O2, from 0.33 to 0.64 in O2 and from 0.42 to 0.5 in 

CO2, steadied in 0.42 in H2O, while reduced from 0.22 to 0 in H2. The volume fraction 

of CH4 was the highest in CO2 at less than G/B of 0.5 and in H2O-O2 over G/B of 0.5. 

The CH4volume fraction rose from 0.205 to 0.1 in CO2, went up from 0.33 to 0.36 and 

then dropped to 0.12 in H2, and decreased from 0.19 to 0.04 in H2O-O2, from 0.3 to 

0.03 in O2and from 0.21 to 0.15 in H2O. 

5. Conclusions 

Aspen Plus software was used to simulate the gasification processing of three kinds of 

biomasses at various gasification temperature and pressure when using various gasify 

agents. The gasification characteristics of herbaceous and woody plants were compared 

and the factors affecting gas were discussed. It comes to conclusions as follows. 

1)  The mass fluxes and volume fractions of gas products mainly depend on the 

contents of C, H and H2O in the biomass. The highest mass flux and volume 

fractions of H2, CH4 and CO for pine sawdust gasification since it involves the 

highest mass fractions of C, H and H2O. 

2)  Pressure has a reverse effect on the variations of volume fractions of gas 

products compared to temperature. The asension in pressure reduced the 

volume fractions of both H2 and CO and increased the volume fractions of 

both CH4 and CO2. On the contrary, the increment in temperature surged the 

volume fractions of both H2 and CO and decreased the volume fractions of 

both CH4 and CO2. The mass flux of gas reached the highest for pine sawdust. 

3) It found that the gas consisted of CH4 and H2 if H2/B is larger than 0.36. 
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Abstract. According to the demand of large-scale simulation, a numerical 
simulation model for vegetated flows was developed based on two-dimensional 

unsteady flow equations. According to the experimental flume results, the influence 

of aquatic plants on water flow was investigated. The vertical distribution 
characteristics of the drag coefficient induced by flexible vegetation at different 

positions of vegetation patches were obtained. The drag coefficients obtained from 

the experiments were substituted into the model to verify the model's reliability and 
explore the flow characteristics of open channels with vegetation patches. The 

results show that: 1) the simulation results of the model are in good agreement with 

the measured data, which can well simulate the water flow process under the 
influence of vegetation patches, especially for the far areas with weak three-

dimensional effect; 2) The water-blocking effect of the vegetation patch reduces the 

flow velocity inside the patch and increases the flow velocity in the non-vegetated 
area on the side, forming a longitudinal shear effect at the edge. The proposed model 

can support the dynamic analysis of vegetation in rivers, lakes, and estuarine 

wetland systems. 

Keywords. Vegetated flows, open channel, mathematical model, vegetation patches, 

flexible plant 

1. Introduction 

Aquatic plant is one of the essential components of the river and lake aquatic ecosystem. 

Most aquatic plants grow together in communities, forming vegetation zones. The 

vegetation belt formed by aquatic vegetation has a direct impact on the flow movement 

of rivers and lakes. Moreover, the changes in the movement structure and turbulence 

intensity of water flow also affect the circulation of material and energy in the water 

body. For example, the transport and settlement of sediment or nutrients and the 

exchange of materials at the water-soil interface can all be influenced [1–3]. The 

restoration of aquatic ecosystems is mainly based on the revival of aquatic vegetation. 

Although this method is widely used, the mechanism of ecological and environmental 
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effects of aquatic vegetation still needs to be further investigated. The impact of aquatic 

vegetation on water flow is the basis for revealing its ecological and environmental 

effects [4]. 

A large number of flume experiments and field observations have been carried out, 

which provided important data for understanding the impact of vegetation on water flow, 

sediment, and water quality [5,6]. To better assess and predict the influence of aquatic 

plants on water flow in the natural environment, the numerical simulation of water flow 

with vegetation has attracted wide attention. The researches of numerical simulation 

include the development of the numerical simulation method, revealing the process 

mechanism of vegetation affecting water flow, and explaining the effects of the plant on 

the water ecological environment, etc. [7–11]. The 3-D numerical method based on the 

turbulence model is the primary method for the numerical simulation of flow in open 

channels with vegetation. However, the two-dimensional model can satisfy the 

requirements of engineering planning design and its influence study because of its 

simplicity and practicability. Therefore, the two-dimensional model has been widely 

used in large-scale calculation and analysis of rivers, lakes, estuaries and wetlands. Due 

to the differences of plant morphology and characteristics, the magnitude of the influence 

of various vegetation on water flow movement is significantly different. 

Potamogeton Malaianus is a widely distributed species in the rivers and lakes of 

China [12]. In this paper, based on the flume experiment results of flexible vegetation 

Potamogeton Malaianus, the additional resistance coefficient of vegetation is obtained. 

A numerical flow model of wetlands with flexible vegetation was established on the basis 

of the two-dimensional unsteady flow equations, which provides a scientific tool for 

understanding the influence of vegetation patches on water flow and dynamic analysis 

of large-scale river, lake and estuary wetland systems. 

2. Materials and Methods 

2.1. Numerical Models 

� Governing equations 

The flow state of the water body can be expressed by using the depth-averaged continuity 

and motion equations: 
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Where � is time; 	 and � represent the directions in the Cartesian coordinates; � is the 

vector of the state variables; � and 
 are the flux vectors along the 	 and � directions, 

respectively; 
 is the vector of the source term. The terms �,��� , 
, and 
 have the 

following expressions: 
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where � is the water depth; � and � are the depth-averaged velocity along the 	 and � 

directions, respectively; $ is the symbol of transpose; � is the gravitational acceleration. 

��� (���) and ��# (��#) are the bottom (drag) slope terms along the 	 and � directions, 

respectively. � !"�� and � !"�# are the additional resistance forces from the vegetables 

along the 	 and � directions and have the following expressions: 
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where %&  is the drag coefficient of the vegetables; '  is the vegetable density. %&  is 

calculated as follows: 

 %& �
���) � *��+�,*-�

'�-���
 (8) 

Where ) is the hydraulic gradient; ��+� is the Reynolds stress; - is the vertical direction 

in the Cartesian coordinates; *- is the vertical distance; '�-� is the vegetable density at 

- location.  

� Numerical solution 

In this study, the unstructured grid finite volume method is used to solve the two-

dimensional unsteady flow equation [13]. The HLLC (Harten-Lax-van Leer-contact) 

scheme with high spatial resolution was used to approximate the interface flux. The 

equation (1) is integrated on any given control volume element, and the Gauss Green 

formula is used to convert the area integral into a line integral. The original two-

dimensional normal flux solution problem is then converted into solving the Riemann 

problem in a one-dimensional local coordinate system by using the rotational invariance 

of the convection flux of the control equation [14]. Therefore, only the flux of the normal 

velocity needs to be calculated to improve the calculation efficiency. 
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where / is the area of the control volume; : is the edge index of the control volume; ; 
is the total number of edges; 97  is the length of :<=  edge; 2  is the intersection angle 

between 	  axis and the norm vector (anticlockwise direction of 	  axis); 1�2�  is the 

transformation matrix of 2 ; 
���  is the comprehensive source terms including the 

additional vegetation resistance. For more details of the HLLC solution, the readers can 

refer to reference [14]. 

� Definite solution condition 

C. Chen et al. / A Two-Dimensional Numerical Model for Surface Flows422



 

To solve the aforementioned equations in a specific condition, the corresponding initial 

and boundary conditions need to be given simultaneously. The initial conditions are 

given as follows: 

 �� � ��(>8?@ � ��(>8?@� ��(>8?@��
�
 (10) 

where the subscript �� represent the variable values at the initial condition.  

The boundary conditions can be divided into two types which are land boundary and 

open boundary, respectively. For a given water level (depth) condition, ����(A�is known. 

According to the known boundary condition on the left-hand state, the unknown 

boundary condition on the right-hand state can be calculated by the characteristic 

relation: 

 �B � �C � ��D��C � D��B�� (11) 

where subscript E and 9 represent the variables at the left-hand and the right-hand sides, 

respectively.  

For the land boundary condition, �B � �C , �B � ��C , and �C � �B . The normal 

flux can be calculated based on the left and right state conditions. 

2.2. Physical Experiments 

The results from a variable slope flume were used for the validation of the model 

proposed in this study. As is shown in Figure 1, the length and the width of the flume 

are 38.00 m and 0.80 m, respectively. The vegetation belt is located 10.00 m away from 

the front of the flume. Its length is 1.60 m and its width is 0.40 m. The height of the 

vegetation canopy is about 0.14 m. More details of the flume experiments can be found 

in reference [15]. 

 

Figure 1. Location of the vegetable patch and the distributions of the observation sections. 

3. Results & Discussion 

According to the experimental results, the vegetation resistance coefficient can be 

calculated from the measured FG , ��H+G
H , and the hydraulic gradient. The vertical 

distribution of %&  at different cross sections is shown in Figure 2. In general, the 

resistance coefficient above the vegetation canopy is between 1.4-4.0. When the relative 
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water depth is less than 0.27, the drag coefficient decreases with the increase of water 

depth. However, when the relative water depth is greater than 0.80, the drag coefficient 

increases with the increase of water depth. The vertical distribution of the additional 

resistance coefficient varies greatly due to the swing of aquatic plants. Therefore, the 

vertical average values were used in the two-dimensional model of this study. 

 

Figure 2. The vertical distribution of %& at different cross sections. 

Based on the size information of the flume, the mesh size of the two-dimensional 

model was specified as 0.025 m×0.100 m. The flow velocity at the water inlet was set as 

0.5 cm/s. The water level at the inlet was set as 0.30 m which is the same as the actual 

water depth under the experimental condition. The slope of the flume is 0.005, while the 

manning roughness coefficient is 0.016. 

Taking sections 2#, 3#, 4# and 6# as examples, the simulated current velocity was 

compared with the measurements. Seven average velocities can be obtained for one 

cross-section when the vertical velocity is averaged (Figure 1). Figure 3 shows the 

comparison of the model results and the measurements. Overall, the model results get 

closer to the measurements along the water flow direction. When the water just enters 

the vegetation area, its three-dimensional flow characteristics are significant because of 

the mutual influence of the water flow and the vegetation patch. With the downward flow 

of the water, the flow movement is adjusted to be more stable, and its two-dimensional 

flow characteristics become more prominent. Figure 3 illustrates that the flow with 

flexible vegetation can be simulated by increasing the additional resistance coefficient, 

and the model developed in this study can be used to analyze the water flow with a weak 

three-dimensional effect. 
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Figure 3. Comparison of the observed and simulated current velocities at sections 2# (A), 3# (B), 4# (C), and 

6# (D). 

The streamline and the current velocity field from the model results are shown in 

Figure 4. At 0.20 m upstream of the vegetation patch (#2 cross-section), the phenomenon 

of the flow around the vegetation patch appears due to the water-blocking effect. The 

flow velocity at the vegetation and non-vegetation areas are weakened and enhanced, 

respectively. In addition, the flow velocity in the vegetation area decreases along its flow 

direction because of the water-blocking effect. However, the flow velocity becomes 

larger when the non-vegetation site is farther away from the vegetation area. The flow 

velocity is still at a low-velocity state in the areas near the downstream of the vegetation 

area, indicating that the flow velocity needs to flow some distances to recover to the state 

without the influence of the vegetation patch. 

 

Figure 4. The flow line and current velocity field from the model results. 
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4. Conclusions 

In this paper, a two-dimensional unsteady flow model with the consideration of 

vegetation is established. The model is validated and calculated by considering the 

influence of vegetation patches on open channel flow based on the experimental flume 

results. The common aquatic plant Potamogeton Malaianus in the river and lake waters 

of China was used as the object to obtain the experimental data. 

The results show that: 1) The model simulation results are in good agreement with 

the measured data and can simulate the flow process influenced by vegetation patches, 

especially in the remote area where the three-dimensional effect is weak; 2) The water-

blocking action of the vegetation patches reduces the flow velocity inside the vegetation 

patches and increases the flow velocity in the vegetation-free areas, resulting in 

longitudinal shear at the edges. 
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Neural Network Prediction of Dynamic 

Characteristics of Soft Soil Disturbance 

Minggang PENG1 and Jinjin SUN 
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100070, China 

Abstract  In recent years, many large-scale projects have been built on thick soft 

soil foundations. Due to insufficient understanding of the engineering properties of 
soft soil, many major engineering accidents have occurred. Based on the 

intersection project of Nangangdao Bridge and subway tunnel in Fuzhou, in order 

to study the disturbance degree of pile foundation construction to surrounding soil 
under the influence of multi factor coupling, direct shear test under different 

disturbance factors (vertical pressure, consolidation time, shear rate, disturbance 

degree) were carried out on soft soil in Fuzhou, revealing the shear strength 
characteristics of soft soil in Fuzhou and the sensitivity of peak shear stress to 

various disturbance factors. The experimental results indicate that all disturbance 

factors have a significant impact on the stress-strain curve of the soil. As the shear 
rate increases, the stress-strain curve gradually transitions from strain hardening to 

strain softening. Propose a sensitivity analysis method to normalize the peak shear 

stress under various disturbance factors, and obtain the maximum fitting slope of 
peak shear stress to consolidation time, the highest sensitivity, followed by shear 

rate, and the minimum disturbance degree. A neural network prediction model for 

the peak shear strength of saturated soft clay was established using the principle of 
artificial neural networks. This model has the characteristics of considering 

multiple factors, high fitting degree, and strong predictive ability. 

Keywords. Artificial neural network, dynamic characteristics, degree of 

disturbance, direct shear test, peak shear stress, saturated soft clay 

1. Introduction 

With the continuous advancement of urbanization in China, the scale of infrastructure 

construction in the southeast coastal areas of China is increasing, and a large amount of 

muddy clay is distributed in the coastal areas. The strength, deformation characteristics, 

and treatment methods of saturated soft clay have become the primary issues faced in 

the construction process of coastal areas. This type of soft clay has characteristics such 

as high water content, high compressibility, large void ratio, low shear strength, and 

significant rheological deformation. Therefore, soft soil layers in natural state should 

not be directly used as foundation in infrastructure projects [1-2].Therefore, it is 

particularly important to understand the strength and deformation characteristics of soft 

soil layers under different natural conditions. In order to meet the requirements for the 

strength and deformation of foundation and subgrade, it is also possible to reinforce 

natural soft soil layers [3-5]. In the process of pile foundation construction, various 
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factors have a significant impact on the shear strength of soft soil foundation. There is 

relatively little research on the achievements in this area, so it is necessary to study the 

relationship between the disturbance conditions during the construction process and the 

changes in soft soil strength. 

In the research of geotechnical constitutive relations, there are more and more 

models with complex expression forms, but there are some drawbacks in the 

application in practical engineering. In practical engineering, engineers mainly focus 

on the actual response characteristics and practicality of working conditions, rather 

than the parameters and expression forms of constitutive models. Artificial neural 

networks (ANNs) have strong advantages in dealing with such problems, and 

incorporate practical forces into the study of constitutive models in geotechnical 

engineering [8-9]. 

Among the forms of soil failure, there are soil cracking due to excessive tensile 

force, as well as damage due to excessive shear force. In most engineering problems, 

such as soil slope stability issues, foundation bearing capacity issues, soil disturbance 

damage issues, foundation pit excavation soil deformation and safety and stability 

issues, shear strength of soil is mainly considered. There are many factors influencing 

the shear strength of soil, and they are also very complex. According to the sensitivity 

analysis method proposed by Mohammadizadeh, SM [10], it is of great significance to 

study the sensitivity of various influencing factors to the strength characteristics of 

saturated soft clay, which can provide important theoretical support for geotechnical 

engineering design and safety and stability prediction analysis. 

2. Sample Preparation and Testing Details 

2.1. Description of the Tested Soil 

The soil for the test was taken from the middle section of the bottom plate elevation of 

the subway tunnel roof at the intersection of the Nangang Road Bridge on Fuzhou New 

City Expressway and the Metro Line 6 tunnel, with a depth of 5-19m. A thin-walled 

soil sampler was used to penetrate the soil sample, and the soil sample grade was Grade 

I. After sampling, all joints were sealed with adhesive tape, wrapped with plastic wrap 

to prevent the evaporation of the original soil moisture, and packaged with wooden 

boxes for centralized shockproof packaging. The soil sample belongs to the typical 

marine sedimentary soft soil in Fuzhou area.  

Basic physical tests shall be conducted to determine the natural weight of the 

undisturbed soil. The alcohol combustion method shall be used to repeatedly determine 

the natural water content of the undisturbed soil samples. The specific gravity of the 

soil particles shall be determined using the pyknometer method, and the limit water 

content shall be determined using the liquid plastic limit combined measurement 

method. The basic physical indicators are shown in Tab. 1 below. 

Table 1. Basic Physical Indexes of Undisturbed Soil. 

Natural soil 
weight 
γ/kN*m-3 

Natural water 
content w/% 

Proportion 
Gs 

Liquid 
limit wL/% 

Plastic 
limit wp/% 

Plasticity 
index Ip 

17.97 33.6 2.70 65.6 24.6 41.0 
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The undisturbed soil sample used in the test is a fine grained soil that is not easily 

permeable to water. Using the vacuum saturation method, the undisturbed soil sample 

with a ring knife is placed in a saturator, and then placed in a vacuum cylinder for air 

extraction saturation. The standing time is set to 12 hours to fully saturate the 

undisturbed soil sample. 

The remolded soil sample used in the test is the undisturbed soil sample that has 

been fully air dried, removed impurities, hammered and crushed through a 0.45mm 

geotechnical sieve, and repeatedly measured the moisture content after air drying. A 

remolded soil sample with the same dry density and moisture content is prepared using 

the sample pressing method based on the volume of the ring knife and the dry density 

and moisture content of the undisturbed soil, and then the remolded soil sample is fully 

saturated. 

The artificially prepared structural soil samples with different disturbance levels 

used in the test are prepared from 1% and 2% cement soil samples, using remolded soil 

that has passed a 0.45mm geotechnical sieve, cement with a model of 525 Portland, 

edible salt, and water as materials. Adding cement to the remolded soil can establish a 

bond between soil particles, and the dissolved edible salt in the remolded soil can 

construct the macropore characteristics of soft clay, The specific preparation method is 

as follows: 

(1) After fully mixing and mixing the mixture described above, place it in a ring 

knife, compact it using a sample pressing method, add an appropriate amount of water, 

and place it in a humid environment to achieve initial setting. 

(2) Place the soil sample in flowing water for 1 day, dissolve all the edible salt 

particles and take them away with the water flow. 

(3) Saturate the sample by air extraction, and cure all samples for 3 days before 

conducting the test. 

The proportion of manually prepared structural soil is shown in Table 2. 

Table 2. Proportions of Manually Prepared Structural Soil. 

Artificial structural 
soil Sm/% Cm/% Edible salt/g 

C1.0 99 1 8 

C2.0 98 2 8 

Note: Sm is the ratio of clay mass to the total mass of clay and cement; Cm is the ratio of the mass of 

cement to the total mass of clay and cement. 

2.2. Test Plan 

There are four groups of undisturbed soil samples and remolded soil samples each,the 

test plan is shown in the table below. 

Tab 3 Direct Shear Test Plan 

 
Degree of sample 

disturbance 
Shear rate 
(mm/min) 

Consolidation 
time (min) 

Vertical pressure 
(kPa) 

Undisturbed 

sample 
Undisturbed 0.2, 0.8, 1.6, 2.4 100 100, 200, 300, 400 

Disturbed 
sample 

Remodeling 0.2, 0.8, 1.6, 2.4 100 100, 200, 300, 400 
Reconsolidation 0.8 5, 40, 100 100, 200, 300, 400 

Artificial structural soil 

(1%, 2% cement soil) 
0.8 100 100, 200, 300, 400 
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3. Analysis and Discussion of Test Results 

3.1. Strength Characteristics of Undisturbed Specimens 

For undisturbed soil samples with basically the same physical properties, measure the 

shear displacement and shear stress at the shear rates of 0.2mm/min, 0.8mm/min, 

1.6mm/min, and 2.4mm/min, and draw the shear displacement shear stress relationship 

curve as shown in Figure 1 below. 

 
 

(a) 0.2mm/min (b) 0.8mm/min 

  
(c) 1.6mm/min (d) 2.4mm/min 

Figure 1. Shear displacement shear stress curve of undisturbed soil  

3.2. Strength Attenuation Characteristics of Disturbed Soil 

� Strength characteristics of remolded soil 

For remolded soil samples with basically the same physical properties, measure the 

shear displacement and shear stress at the shear rates of 0.2mm/min, 0.8mm/min, 

1.6mm/min, and 2.4mm/min, and draw the shear displacement shear stress relationship 

curve as shown in Figure 2 below. 
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(a) 0.2mm/min (b) 0.8mm/min 

 
 

(c) 1.6mm/min (d) 2.4mm/min 

Figure 2. Shear displacement shear stress curve of remolded soil. 

� Strength characteristics of reconsolidated soil 

For remolded soil samples with basically the same physical properties, measure the 

shear displacement and shear stress at a shear rate of 0.8mm/min after the consolidation 

time of 5min, 40min, and 100min, and draw the shear displacement shear stress 

relationship curve as shown in Figure 3 below. 

 
(a) 5min                       (b) 40min                        (c) 100min 

Figure 3. Shear displacement shear stress curve of remolded soil at different consolidation times. 
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� Strength characteristics of soils with different degrees of disturbance 

For artificial structural soil samples with basically the same physical properties and 

cement parameters of 1% and 2%, respectively measure the shear displacement and 

shear stress at a shear rate of 0.8mm/min, and draw the shear displacement shear stress 

relationship curve as shown in Figure 4 below. 

The test results show that vertical pressure, shear rate, consolidation time (degree 

of consolidation), and degree of disturbance all affect the shear displacement and shear 

stress curve of soil. The higher the vertical pressure, the greater the peak shear stress; 

the higher the shear rate, the smaller the peak shear stress; the greater the peak shear 

stress; the greater the soil disturbance, the smaller the peak shear stress. 

The degree of consolidation has the most significant effect on the peak shear stress 

in the shear displacement and shear stress curves. The shear displacement and shear 

stress curves of undisturbed and remolded soils gradually show a trend of strain 

softening with the increase of shear rate. 

  
(a)Remolded soil (b)1% cement soil 

  
(c)2% cement soil (d)Undisturbed soil 

Figure 4. shear displacement shear stress curves of soils with different disturbances  

3.3. Study on the Influence of Various Factors on the Peak Shear Stress 

� Effect of shear rate on peak shear stress 

According to the shear displacement and shear stress test curves of undisturbed soil and 

remolded soil at the shear rates of 0.2mm/min, 0.8mm/min, 1.6mm/min, and 

2.4mm/min, respectively, take the shear displacement Δ the shear stress corresponding 

to L=4mm is taken as the shear strength S and is the peak shear stress. The relationship 

between the peak shear stress and vertical pressure for undisturbed soil and remolded 

soil at different shear rates is shown in Figure 5 and 6. 
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(a) Remolded soil (b) Undisturbed soil 

Figure 5. Relationship curve between peak shear stress and vertical pressure under different shear rates. 

As can be seen from Figure 5, with the increase of shear rate, the peak shear stress 

under each vertical pressure presents a decreasing trend. When the vertical pressure of 

undisturbed soil and remolded soil is lower than that of 100kPa or 200kPa, the 

difference between the peak shear stress under each shear rate is small. When the 

vertical pressure of 100kPa is applied to undisturbed soil, the shear rate is large but the 

peak shear stress is also large. This phenomenon indicates that with the increase of 

vertical pressure, The effect of shear rate on peak shear stress is more obvious. 

� Effect of consolidation time on peak shear stress 

According to the direct shear test of remolded soil at a shear rate of 0.8mm/min under a 

consolidation time of 5min, 40min, and 100min, the relationship curve between the 

peak shear stress and vertical pressure is shown in Figure 6 below. 

 
Figure 6. Relationship curve between peak shear stress and vertical pressure of remolded soil at different 

consolidation times. 

As can be seen from Figure 6, with the increase of vertical pressure, the peak shear 

stress increases linearly. Under the same vertical pressure, the longer the consolidation 

time, the greater the peak shear stress. The peak shear stress increases most 

significantly during the consolidation time of 5 to 40 minutes, and the peak shear stress 
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increases slowly during the consolidation time of 40 to 100 minutes. This phenomenon 

occurs because the main consolidation of soft clay is mostly completed within 40 to 

100 minutes, With the discharge of pore water from soft clay, the effective stress of the 

soil gradually increases, and the peak shear stress increases significantly. After the 

primary consolidation of soft clay is completed, it enters the secondary consolidation 

stage, where pore water almost no longer discharges, soil particles undergo creep and 

adjustment, and the effective stress between soil particles increases slowly, and the 

peak shear stress slightly increases during the consolidation time of 40 to 100 minutes; 

The slope of the fitting curve increases as the consolidation time increases within the 

range of 5 to 100 minutes. 

� The effect of disturbance on the peak shear stress 

According to the prepared artificial structural soil samples with different cement 

content, direct shear tests of the soil were conducted at the same consolidation time and 

shear rate. The relationship curve between the peak shear stress and vertical pressure is 

shown in Figure 7 below. 

 
Figure 7. Shear Stress Peak and Vertical Pressure Relationship Curves with Different Disturbances. 

As can be seen from Figure 7, under the same vertical pressure, the greater the 

degree of disturbance, the smaller the peak shear stress. The order of the peak shear 

stress is: undisturbed soil, 2% cement-soil, 1% cement-soil, remolded soil. Artificial 

structured soil has a better effect in simulating soft clay with different degrees of 

disturbance. 

3.4. Sensitivity Discussion of Various Factors Affecting Peak Shear Stress 

According to the research in section 2.3, the magnitude of peak shear stress is mainly 

related to shear rate, consolidation time, and degree of disturbance. In the range of 

shear rate from 0.2 to 2.4 mm/min, the reference is 2.4 mm/min, the reference is 100 

min for the range of consolidation time from 5 to 100 min, and the reference is 
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undisturbed soil; The variation degree of peak shear stress under various influencing 

factors is shown in the table below. 

Table 4. Percentage of peak shear stress of undisturbed soil under various vertical pressures based on a shear 

rate of 2.4mm/min. 

Shear rate 
/mmmin-1 Percentage /% 

Percentage at different vertical pressures /% 

100kPa 200kPa 300kPa 400kPa 
0.2 8 131 133 155 160 

0.8 33 92 130 131 139 

1.6 67 89 101 128 117 

2.4 100 100 100 100 100 

Table 5 Percentage of peak shear stress of remolded soil under various vertical pressures based on a shear 

rate of 2.4mm/min. 

Shear rate 
/mmmin-1 Percentage /% Percentage at different vertical pressures /% 

100kPa 200kPa 300kPa 400kPa 
0.2 8 149 140 137 142 

0.8 33 147 116 113 116 
1.6 67 102 104 109 106 

2.4 100 100 100 100 100 

Table 6. Percentage of peak shear stress and vertical pressure of remolded soil based on consolidation time 

of 100min. 

Consolidation 
time /min Percentage /% 

Percentage at different vertical pressures /% 
100kPa 200kPa 300kPa 400kPa 

5 5 17 32 42 47 

40 40 62 93 93 85 

100 100 100 100 100 100 

Table 7. Percentage of peak shear stress per vertical pressure based on different perturbation degrees. 

Disturbance 
degree 

Percentage 
/% 

Percentage at different vertical pressures /% 

100kPa 200kPa 300kPa 400kPa 

Remolded soil 0 82 70 80 89 

1% cement soil 51 84 85 95 97 

2% cement soil 84 94 96 98 99 

Undisturbed soil 100 100 100 100 100 

In the table above, the influence degree of each influencing factor on the peak 

shear stress varies. In order to explore the sensitivity of the magnitude of the peak shear 

stress to the shear rate, consolidation time, and degree of disturbance, the percentage of 

each influencing factor and the influence degree curve of the peak shear stress are 

calculated at 100kPa, 200kPa, 300kPa, and 400kPa, respectively: 
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(a) 100kPa (b) 200kPa 

  
(a) 300kPa (b) 400kPa 

Figure 8. Curve of percentage of each influencing factor and influence degree of peak shear stress. 

From the above Figure 8, it can be seen that the absolute value of the slope of the 

fitting line for consolidation time is the highest, followed by the absolute value of the 

slope of the fitting line for shear rate, and the absolute value of the disturbance fitting 

line is the lowest. This indicates that in direct shear tests of soil, the sensitivity of peak 

shear stress to consolidation time is the highest, followed by shear rate, and the 

sensitivity of disturbance is the lowest. 

As the consolidation time increases, the degree of consolidation of soft soil 

increases, and the soil particles change significantly. The arrangement and distribution 

of particles gradually become tight, and the pores are gradually filled with broken small 

particles. The effective stress between soil particles gradually increases, leading to a 

gradual increase in soil strength. Compared to the consolidation time, the degree of 

disturbance in the soil is less sensitive to it. In the soil disturbance process described in 

the article, soil samples with different cement dosages indicate different particle 

arrangements and cementation effects. The sensitivity analysis results indicate that the 

shear resistance of soil is most significantly affected by effective stress. 

4. 3 Neural Network Prediction Model for Strength of Saturated Soft Clay 

In order to study the feasibility of using neural networks to establish the stress and 

strain of saturated soft clay and the impact of input variables and training samples on 

the performance of the model, different combinations of input variables and training 

samples were selected to establish a neural network prediction model for the peak shear 

stress of soft clay, namely Model A. Model A establishes a neural network model for 
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nonlinear stress-strain curves of soft soil based on the results of direct shear tests under 

conditions such as multiple degrees of disturbance, multiple vertical stresses, and 

multiple shear rates for the same soil, peak shear strength τ as an output variable 

(Figure 9-a). The neural network model is expressed as follows:

� �v= , , ,f t v D� �

Where, σv is the vertical stress, t is the consolidation time, v is the shear rate, and D
is the degree of disturbance.

Figure 9. a) Structure of Soft Soil Neural Network Constitutive Model; b) Comparison of predicted and 

measured peak shear stresses in saturated soft clay under different disturbance levels

Using Matlab's neural network toolbox for programming operations. with σv,t,v,D 

are used as the inputs of the network, and shear stress is used as the output of the 

network. A neural network model is established. The structure of the BP neural 

network model is 5-13-1. The network is trained using the results of direct shear tests. 

Taking the peak shear stress of soft soil under different disturbance levels as an 

example, the predicted value and the measured value are shown in Figure 9-b. The two 

values are uniformly distributed on both sides of the y=x line, and the values are 

basically consistent. 

5. Conclusion

In this paper, the undisturbed soil taken from the intersection of Fuzhou Nangangdao 

Bridge and subway tunnel is taken as the test object, and the strength and deformation 

characteristics of saturated soft clay under different disturbance factors (vertical stress,

shear rate, disturbance degree, consolidation time) are analyzed by using strain 

controlled direct shear apparatus. A prediction model for peak shear stress under 

different disturbance factors was established based on artificial neural networks.

(1) The various disturbance factors in this article have varying degrees of influence 

on the shear displacement and shear stress curves of saturated soft clay, with 

consolidation time having the most significant impact on the curves. The shear 

displacement and shear stress curves of undisturbed and remolded soils gradually 

change from strain hardening to strain softening with the increase of shear rate.

g
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(2) The concept of sensitivity analysis was proposed, and the sensitivity of peak 

shear stress to different disturbance factors was compared. Its sensitivity to 

consolidation time was the highest, followed by shear rate and disturbance degree.  

(3) Based on artificial neural networks, a prediction model for peak shear stress 

was established, which can effectively predict and analyze the peak shear stress under 

the influence of various factors in the text. 
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Abstract. Compared with conventional reservoirs, shale gas flow is greatly affected 

by matrix/fracture deformation, as well as nonlinear coupled transport mechanisms. 

In this paper, a hydro-mechanical coupled model is presented to describe the fluid 

flow in deformable shale formation. A unified compositional model is developed 

for modeling of multiphase fluid flow with phase transition. A series of mechanisms, 

including Knudsen diffusion, multi-component adsorption, confined phase behavior 

and molecular diffusion, are considered for accurate description of fluid flow in 

shale reservoirs. Matrix deformation is based on the linear poroelasticity theory. The 

fractures with complex geometry are modeled with the embedded discrete fracture 

model (EDFM). The mechanical responses of fractures are handled by different 

constitutive models, which are implemented into the coupled model. The flow and 

geomechanical models are spatially discretized using finite volume method (FVM) 

and finite element method (FEM), and the sequentially iterative approach is applied 

for solving the coupled model. Then the impacts of fracture orientation, in-situ stress 

condition, and bottom hole pressure on the mechanical deformation and gas 

production are investigated through sensitivity analysis. With multiple mechanisms 

and dynamic fracture behavior incorporated, the geomechanical response and well 

performance in shale condensate gas reservoirs can be accurately captured. 

Keywords. Coupled flow and geomechanics; FEM; FVM; fracture network; shale 

condensate gas 

1. Introduction 

Over the last decade, shale resources have gained great attentions worldwide due to their 
large reserves. Hydraulic fracturing has been one of the most effective methods to 
improve hydrocarbon recovery from shale reservoirs [1]. Complex fracture networks can 
be generated when hydraulic fractures interact with the pre-existing natural micro-
fractures [2]. Therefore, the formation can be divided into three components after 
hydraulic fracturing, which are matrix, micro-fractures, and hydraulic fractures.  
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Shale rocks are commonly characterized by nanoscale pores and abundant organic 
matters. These lead to several nonlinear fluid flow mechanisms, such as Knudsen 
diffusion and adsorption. Many efforts have been made to investigate the effects of these 
factors on fluid flow in shale reservoirs [3-5]. Among these studies, the hybrid model 
proposed by Lijun et al.[5] gives a comprehensive description of the multiple 
mechanisms, which include stress sensitivity, confined phase behavior, adsorption, and 
Knudsen diffusion. As the major flow conduits, fractures provide conductive pathways 
inside the formation, and bring a large portion of rock into direct contact with the well 
[6] . Meanwhile, fractures are highly sensitive to the mechanical loadings. Great aperture 
and conductivity lose may happen during depletion because of the increase of effective 
stress on fractures. However, the responses of hydraulic fractures and micro-fractures to 
the effective stress change are different. A lot of analytical and empirical hydraulic 
fracture conductivity models have been developed [7-9] Most empirical models depend 
on the experimental fittings, and the accuracy of predicting the proppant embedment and 
fracture conductivity may be not satisfactory in some cases. The analytical model derived 
with the contact mechanics give a unified description and good accuracy, such as Li’s 
model [7]. Different from hydraulic fractures, micro-fractures are usually less propped, 
whose mechanical behavior mainly depends on its rough surfaces. The Barton-Bandis 
model [10, 11] is widely used to mimic the natural fracture deformation. Moinfar et al. 

[12] proposed a coupled flow and geomechanics model for fractured reservoir by 
introducing the EDFM and empirical joint models, but without the propped hydraulic 
fracture model. Jiang and Yang [13] developed a model for stress sensitive fractured 
shale reservoir with the nonlinear transport mechanisms and propped hydraulic fracture 
constitutive model, but lack of systematic analysis of the effect of fracture dynamic 
behavior. 

In this study, a hydro-mechanical coupled model for shale condensate gas reservoirs 
is presented. A unified compositional model considering multiple mechanisms is 
developed for fluid flow in shale reservoirs. A linear elastic constitutive model coupled 
with propped hydraulic-fracture model and empirical natural-fracture model is used to 
model the mechanical deformation of matrix and fractures. The complex fracture 
network is handled by EDFM. Then sensitivity analysis is conducted to investigate the 
effects of fracture orientation, in-situ stress, and bottom-hole pressure on the shale gas 
production. 

2. Numerical Model 

Firstly, the shale condensate gas reservoir is discretized with structured grids. The 
complex network with hydraulic fractures and micro-fractures are efficiently modeled 
with EDFM. As shown in Fig 1, the orthogonal structured grids are applied for the matrix 
region, and fractures grids are generated by segmenting fractures with the matrix grid 
lines. Then the connectivity among these grids are extracted for the follow-up reservoir 
simulations. 
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Fig 1. Schematic of shale condensate gas reservoir discretization: (left) grid connection and (right) grid 

structure. 

For flow model, Eq. (1) is numerically discretized through FVM.  
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where ηn represents grids connected and n is grid block; nm+1/2 is the interface of grid 
blocks n and m; λ is phase mobility calculated as λβ = krβ/μβ; γ is the transmissibility 
calculated as  

γ�� =
��������/�

�����
  (3) 

where A is the interface area, m2; d is the vertical distances from cell center to interface, 
m.  

The Newton-Raphson method is applied to solve the nonlinear Eqs. (2)-(3) with the 
following scheme                                   

∑
�

	 R (��,�)

	,
��
�

	��
���,��
 = −R (��,�)
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�    (4) 

��,��
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  (5) 

where x is the primary variable; p is the variable index; k is the iteration level.  
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For the geomechanical model, FEM is adopted for the numerical discretization. The 
weak form of Eq. (2) can be obtained as follows 

  
∫
�
��:��� = ∫

�
�	 ⋅ 
�� �� + ∫

�
�	 ⋅ T d
���       (6) 

and Ω denotes the reservoir domain; Г denotes the computational boundary with fixed 
traction; Text is the exerted traction on boundary, Pa. The displacement vector u can be 
calculated with the nodal displacement ū and interpolation function N 

	 = �	

�

   (7) 

Substituting Eq. (7) into Eq. (6), the matrix-vector form of Eq. (7) can be obtained 
as follows  
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where B = LN; L is the matrix consisting with differential operators; m is delta Dirac 
function vector. The fixed-stress split method is applied for the solution of the coupled 
model due to its flexibility and stability[14], [15]. In one time step, the flow model is firstly 
solved by fixing the total mean stress, and then the updated fluid pressure is transferred 
to the solution of geomechanical model. The reservoir porosity and permeability update 
after the geomechanical problem is solved. This procedure repeats in one time step until 
the fluid pressure and rock deformation becomes stable, then the next time step begins. 
The flowchart of the solution procedure is shown in Fig 2. 

New time step

Fixed-stress iteration

Flow iteration

Converge?

Solve geomechanics

Update Properties

Converge?

No

Yes

NoYes

 
Fig 2. Flowchart of coupled flow and geomechanics problem. 
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3. Results and Discussions 

A multi-stage fractured shale condensate gas reservoir model is used the parameters 
slightly modified from Roussel et al.[16]. The fluid properties and relative permeability 
curves in Liu et al.[5] are used. The reservoir and fracture geometry are shown in Fig 3, 
in which random micro-fracture networks are generated with the density of 0.08m/m2. 
Table 1 shows the basic reservoir parameters for the base case.  

Based on the reservoir model, the base case is simulated. Fig 4 shows the results of 
pressure and saturation distribution after 1500 days’ depletion. The gas production 
results with and without consideration of geomechanics are given in Fig 5. It is clear that 
geomechanics has great influence on the gas production, and without considering 
geomechanics, the production may be greatly overestimated. 

 
Fig 3. sketch for (a) fractured shale reservoir model and (b) computational grids. 

 

Table 1. Details parameters.  

Parameters  Value  Unit 

Model dimension 1000×450×10 m 

Grid size 10×10×10 m 

Matrix porosity 0.1 – 

Matrix permeability 6×10-4 mD 

Matrix Young’s modulus 1.5×104 MPa 

Matrix Poisson’s ratio 0.7 – 

Initial micro-fracture permeability 5×103 mD 

Initial micro-fracture aperture 1×10-3 m 

Initial normal stiffness of micro-fracture 104 MPa 

Maximum closure of micro-fracture 9×10-4 m 

Initial hydraulic fracture permeability 7×104 mD 

Initial hydraulic fracture aperture 4×10-3 m 

Hydraulic fracture half-length 90 m 

Hydraulic fracture spacing 90 m 

Proppant Young’s modulus 2×104 MPa 

Proppant diameter 3×10-4 m 

Initial gas saturation 0.75 – 

Initial reservoir pressure 36.03 MPa 

Initial reservoir temperature 384.82 K 

Well radius 0.1 m 

Bottom hole pressure 10 MPa 

In-situ stress in x-direction 75 MPa 

In-situ stress in y-direction 75 MPa 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Fig 4. Simulation results of (a) pressure and saturations of (b) gas, (c) oil, and (d) water. 

 
 

Fig 5. Curves for (a) gas production rate and (b) cumulative gas production with and without 

geomechanics. 

3.1. Effect of Fracture Orientation 

Different fracture orientations may occur when the horizontal wells are not drilled along 

the direction of the minimum principal stress. Therefore, it is necessary to study the 

dynamic behavior of fractures and gas production with different fracture orientations. 

With implementation of EDFM, complex fracture geometry can be handled in the 

simulation. Then different fracture orientations, consisting of 90˚, 60˚, and 30˚ angle of 

inclination, are investigated. Fig 6 shows the simulation results of pressure distribution. 

The gas production curves are given in Fig 7. 

As shown in Fig 6, all the three cases have different drainage areas, in which the 

90˚-inclination gives the largest depleted area, and 30˚-inclination has the least one. The 

size of depleted area commonly determines the production rate and gas recovery. As 

shown in Fig 7, as the fracture inclination decreases, the gas production decrease. But 

there is little difference between the gas production with 90˚-inclination and 60˚-

inclination fractures because of the similar size of depleted area. Another observation 

from pressure distribution is that with the fracture inclination angle decrease, the distance 

among the fractures also decreases, which leads to the interference of neighboring 

fracture at late stage and explains why the gas production declines at late stage for the 

30˚-inclination fractures.  

(a) 

(b) 
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Fig 6 .Pressure distribution (a) 90˚, (b) 60˚, and 30˚. 

 
(a) (b) 

Fig 7. Curves for (a) gas production rate and (b) cumulative gas production with different fracture 

orientations. 

3.2. In-Situ Stress 

The effect of in-situ stress, here referring to the two horizontal principal stresses, on the 

gas production is investigated due to its important role in stress distribution and fracture 

aperture evolution. The x- and y-direction in-situ stress are analyzed separately, and take 

the values of 75MPa, which is a base case in the preceding subsections, as well as 55MPa 

and 35MPa. Fig 8 shows the hydraulic fracture aperture distribution with different x-

direction in-situ stress, while the micro-fracture apertures show little difference and are 

not plotted. Similarly, Fig 9 shows the micro-fracture aperture distribution with different 

y-direction in-situ stress, and hydraulic fracture apertures are not given. Then the results 

of gas production are given in Fig 10. 

The hydraulic fracture aperture changes, but little, with the x-direction in-situ stress, 

while the micro-fracture aperture is sensitive to the y-direction in-situ stress change 

which is shown in Fig 8 and Fig 9. The micro-fracture aperture with 35MPa y-direction 

in-situ stress is nearly twice of that with 75MPa y-direction in-situ stress. The directional 

effect of fracture aperture change is related to the normal directions of fracture surface. 

Obviously, in this case, the hydraulic fractures and micro-fractures are sensitive to the x- 

and y-direction in-situ stress, respectively. As for the different degree of change for 

hydraulic fracture and micro-fracture aperture, it is related with their different 

mechanical properties. The hydraulic fractures are stiffer due to the good propping of 

proppants rather than the weak rough surfaces. As a result, the gas production, shown in 

Fig 10, increases with the y-direction in-situ stress decreasing, while changes little with 
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the y-direction in-situ stress. These results may guide the well drilling and completion 
that it is important to keep the micro-fracture networks suffering less stress.     

      
(a)    

 
                        (b) 

 
(c) 

Fig 8 .Hydraulic fracture aperture with different x-direction in-situ stress of (a) 35, (b) 55, and 75MPa. 

      
(a) 

 
                        (b) 

 
(c) 

Fig 9. Micro-fracture aperture with different y-direction in-situ stress of (a) 35, (b) 55, and 75MPa. 
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(a) 

 
(b) 

Fig 10. Curves for (a) gas production rate and (b) cumulative gas production with different in-situ stress. 

4. Conclusions 

A hydro-mechanical coupled model to simulate the geomechanical response and well 

performance in shale condensate gas reservoirs was developed in this work. A unified 

compositional model considering multiple mechanisms is implemented. The EDFM is 

adopted for efficient modeling of complex fracture geometry, and the mechanical 

response of micro-fractures and hydraulic fractures is handled by different constitutive 

models. Then the effects of fracture orientation, in-situ stress, and bottom-hole pressure 

on the gas production are investigated. The following conclusions drawing from the 

results are obtained: 

1. Significant fracture aperture reduction and matrix deformation are obtained 

under geomechanical effect, and gas production can be greatly overestimated 

without considering this effect. 

2. With the fracture inclination angle decreasing, the interference happens among 

fractures, leading to reduction in gas production. 

3. The gas production is sensitive to the in-situ stress in the direction normal to 

micro-fracture because micro-fractures are more stress sensitive. 

4. The gas production decreases greatly with the increase of bottom-hole pressure. 
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Abstract. The study of spoken word lists is critical for the Chinese language 

learning by foreign children. At the same time, spoken corpora of native children’s 

language provide an important basis for developing such word lists. Word list 

development is based on more than word frequency: other important factors must 

be considered. By analyzing a corpus of children's spoken language, this study 

proves that the aggregation of children's spoken vocabulary is related to expression 

categories, as well as to their native language. Furthermore, children’s spoken 

vocabulary changes with age as follows: generalization gradually disappears; the 

number of words increases, and their meaning changes; a functional change in the 

use of sentences with common words occurs. The paper concludes by 

summarizing some core recommendations for children’s spoken word lists: 

gathering words according to themes; dividing polysemy and collocation blocks 

according to age; adding and subtracting words according to different native 

language backgrounds. 

Keywords. Spoken word list, children’s language development, children’s 

Chinese proficiency grading standards. 

1. Introduction 

1.1. Research Background 

There has been an increase in young Chinese learners overseas in recent years. The 

average percentage of young learners is over 50%, with some countries reaching or 

exceeding 60% [1]. However, children’s cognition and use of language are distinct 

from those of adults, making children’s learning process of Chinese as a second 

language different and unsuitable to the standards applied to adults. Alternatively, the 

approach to teaching children a second language should be based on the same language 

expression system found among native speakers of the same age. 

Research on children’s brain and language development suggests that their first 

language begins to mature at three, and they establish a basic grammar system by age 5 

[2]. The language and range of expression produced by children speaking their mother 

tongue at this age can be a reference for children learning that tongue as a second 

language [3]. 
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This article addresses the corpora of children’s spoken language to uncover the 

word distribution and development patterns. It discusses methods for developing 

children’s second-language spoken word lists from the following perspectives: (1) the 

lexical distribution characteristics of children’s spoken language; (2) the relationship 

between children’s second and native languages; and (3) the development 

characteristics of children’s languages. 

1.2. Related Research 

In this section, previous research findings regarding the development of children’s 

spoken word lists are discussed in terms of the relationship between word lists and 

word frequency, lexical classification and the clustering of children’s spoken words, 

and the development of meaning in children’s spoken language. 

The relationship between word list development and word frequency. Several 

language experiments have confirmed the effect of word frequency in the target 

language on second language learning [4]. There was general agreement that high-

frequency words in the target language should be mastered first [5]. Dolch’s “A Basic 

Sight Vocabulary”, a formative text in the international community, was also based on 

word frequency. However, word lists based purely on word frequency have certain 

defects. Research regarding Chinese second-language teaching has also suggested that 

frequency statistics should not be limited to word frequency but should rather be 

expanded to encompass meaning [6]. 

The clustering of words in categories within children’s spoken vocabulary. 
The linguistic expressions used by children aged 3 to 5 are closely related to the needs of daily 

life, and the vocabulary used to express these needs can be aggregated to form spoken 

language expression categories. Many children’s word lists are also organized according to the 

clustering of their spoken vocabulary [7]. In best-selling books designed for children to learn 

English vocabulary, the vocabulary is divided into 28 categories, such as daily necessities, 

food, furniture, toys, clothing, kinship figures, places, natural phenomena, substances and 

materials, weather, seasons, plants, animals, time and date, body parts, orientation nouns, 

properties of things (colors and shapes), proper nouns, occupations, sports, thinking and 

abilities, transportation, and holidays and traditions. This is the basis for categorizing the 

vocabulary later on, as shown in studies [8-10]. 

The development of meaning systems in children’s oral expressions. 
Children’s language development is intimately related to their cognitive development. 

Their semantic systems and the words they represent develop with age. Concerning 

children’s acquisition of polysemic verbs, a positive correlation has been found 

between the time of acquisition and the frequency of use [11]. They will likewise use 

high-frequency tenses (generally prototypes) to refer to low-frequency tenses directly. 

For example, the acquisition of children’s modal verbs shows a strong developmental 

trend that works from “root modality”, especially “dynamic modality”, to “cognitive 

modality” [12]. 

2. Study Background and Approach 

The paper draws upon various corpora containing videos of daily spoken interactions between 

Chinese children and adults. After transcription, the combined corpus was divided into turns, 

and the number of words was counted. The results incorporate more than 20,000 turns and 
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280,000 words. The primary sources for the combined materials were the transcribed audio 

and video-recording-based corpus CHILDES (Child Language Data Exchange System).2 The 

recordings of children whose native language was Chinese were selected. The study covered 

14 children, aged 4.3 to 5.9 years old, from Beijing, Nanjing, Hangzhou, and other places in 

China. The corpus mainly contained conversations between children, parents, and researchers 

undertaking activities such as playing games, reading picture books, and telling stories. We 

used a total of about 30 hours of transcribed recordings. After the segmentation of the 

recordings, 16,960 turns were obtained, with a total of 121,609 words. 

2.1. The clustering of high-frequency words in different categories of children’s oral 
expressions 

In the oral expressions children use in everyday life, there is often a connection of meaning 

and topic between high-frequency verbs and high-frequency nouns. An overall analysis of the 

corpus also showed that high-frequency words covered a wider range of the content than low-

frequency words but that the trends relating to the coverage of the verbs and nouns differed. 

The coverage of high-frequency nouns grew slower than that of verbs. Concerning the general 

and word list-based corpora, the top 6.93% and 32.31% of most frequent nouns covered only 

50% and 80% of the expressions, respectively. The nouns covered a total of 28 categories, 

among which the high-frequency nouns were clustered in categories relating to daily 

necessities, food, places, and natural phenomena, which are closely related to children’s lives. 

These exceeded 50% of all nouns in the main corpus and 80% of all nouns in the word list-

based corpus, so these comprise the main components of noun vocabulary in children’s oral 

expressions. 

2.2. Commonalities and differences in how vocabulary is used in different categories of 
children’s oral expressions 

There are core elements of human language that are universal. Word clusters that 

express basic conceptual categories, such as people, food, shapes, weather, etc., exist in 

almost all languages. Children all acquire language in the context of particular social 

circumstances. During this process, they are inevitably affected by their specific 

linguistic and socio-cultural environment, which will differ from place to place. 

According to our analysis, there were 22 verbs representing actions and behaviors in the 

English children’s spoken corpus. In comparison, there were just 14 verbs in the oral 

expressions of Chinese native-speaking children. Nonetheless, some notable overlaps existed 

between the Chinese and English high-frequency verbs. Another point worth noting is that 

food nouns such as “rice” (mifan), “noodles” (miantiao), and “soup” (tang) in Chinese are not 

present in Dolch’s “Noun List”. 

                                                           
2 https://childes.talkbank.org/ 
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3. Longitudinal Analysis of the Development of Word Meaning Systems in 
Children 

3.1. Expansion in the number of high-frequency verbs 

As the number of words in children’s oral expressions increases with age, the number of 

words in children’s oral word lists must also expand as they age. However, this expansion 

should involve increased quantity, concretization, and refinement of vocabulary content. 

The performed analysis of the corpus revealed that the range of expressions covering 

different functions in children’s spoken language reached 85% of that of adults by the time 

they were 5. Children’s vocabulary growth was not just learning 31 more words: their 

expression categories exhibited a permanrent dynamic change. For example, “want” (yao) in 

the children’s spoken language corpus could be matched with almost any noun, e.g., “baby 

wants red”; “little mouse wants mother”; “I want rice”; and so on. These expressions in adult 

spoken language correspond to such forms as “give me the red one”, “little mouse misses its 

mother”, and “I need a bowl of rice”, respectively. Therefore, it can be seen that thwe verb 

“want” (yao), in younger children’s oral expressions, “shares” meaning and functionality with 

such verbs as “give” (gei), “miss” (xiang), and “need” (xuyao). 

3.2. Changes in the function of polysemic verbs in children’s oral expressions 

When children and adults use the same verbs, there are differences in the distribution of 

functions being expressed. The choice of a certain category of expression and its 

representative words needs to be modulated according to age [13]. For example, at the 

age of 3 years, there is no need to pay special attention to selecting categories related to 

guiding others to complete a message. This choice becomes more relevant for children 

aged five and above. At the same time, when guiding others, adult educators should be 

aware that their common vocabulary differs from children’s. For example, adults like 

to give direct orders to others, e.g., “Go eat...” and “Go get...”, while children may 

prefer to say “I want...”, which is equal to “Help me to...”. 

3.3. Vocabulary growth and changes in the meaning categories of nouns 

As a child’s overall vocabulary increases, the range of words in different sense categories 

sometimes grows at different rates. We found four patterns in the growth of noun vocabulary. 

The proportion of nouns in the “daily necessities” category steadily declined (from 26.6 to 

11.9%). The proportion of nouns in the category of “natural phenomena” skyrocketed  

dropped from 2.9  to 18.6% 3. “Time and date” nouns increased rapidly between 3 and 4 years 

of age but remained more or less the same between 4 and 5 years (the usage frequencies were 

2.9, 9.1, and 9.0%, respectively). The proportion of nouns in the “relatives and friends” 

category remained almost unchanged (the frequencies were 9.8, 9.4, and 9.3%, respectively). 

Thus, when screening high-frequency words for their use in word lists, it is important to 

consider what changes occur in children’s attention span and cognition as they get older, the 

implications for changes in categories, and how they select corresponding words. 

                                                           
3 The increase in the frequency of “celestial nature” nouns here is partly because 

the words “heaven”, “earth”, and “star” are polysemous in Chinese, and children 

acquire more of their meanings as they grow up, leading to an increase in their usage 

frequency. 
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4. Principles for the Compilation of CSL Word Lists for L2 Children 

The analysis of children’s spoken language corpora in this paper shows that in developing 

CSL Word Lists for children, such parameters as age and cultural background need to be 

considered in addition to word frequency. 

Based on the above findings, we propose the following recommendations regarding the 

design of word lists: 

4.1. The development of word lists should be based on the age characteristics of 
children 

Children’s language has age-dependent characteristics, so child-oriented teaching, exam 

syllabuses, and word lists must be matched with their level of language development. For 

example, we have found some differences in the frequency distribution of verbs between 

adults and children. This suggests that when compiling a relevant syllabus for teaching 

children Chinese verbs, their level of language development must be considered, in addition to 

the survey results related to global word frequencies. 

Concerning the syllabus and teaching content organization, it is impossible to arrange the 

teaching sequence according to word frequency directly. Most Chinese verbs have a 

polysemic structure, e.g., the auxiliary verbs and the structures associated with the verb “is” 

(shi). In teaching these verbs and related structures, their topic and function must be combined, 

and attention must be paid to the recurrence of high-frequency words with different meanings. 

A more appropriate teaching sequence needs to be developed that properly recognizes the 

functional preferences in children’s spoken expressions. 

4.2. The development of word lists should meet the needs of individualization and 
localization 

This research confirms that children’s common vocabulary revolves around their everyday 

sphere and has a distinctly individual character. Children only care about their own 

information at this stage of cognitive development. Therefore, to arouse their interest, starting 

with things around them is necessary. One can then move on to promoting cognitive 

development, improving cognitive ability, and ultimately improving language ability [14]. 

Therefore, when planning the instruction content for children and developing a list of bilingual 

words, one should consider the characteristics of their daily life. The geographical area where 

the children are located, the focus of their family life, the content of their daily play, etc., can 

be used as objects in the planning of their teaching. A reasonable next step should be 

developing various teaching strategies around “can-do” lists to form local vocabulary lists. 

Beyond this, in the actual use of vocabulary in various countries, the specific content must also 

be adjusted to reflect the customs and habits of the country where the children are located. 

5. Conclusion 

Given the findings of this paper, it is not advisable to use adult corpora to determine 

children’s second language learning word lists. The performed analysis of children’s 

native language corpora, the clustering of children’s use of verbs and nouns, and 

differences in children’s word choice in different native language contexts revealed 
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significant differences between children’s and adults’ vocabulary use. The follow-up 

study envisages expanding the analysis of children’s vocabulary and further exploring 

the development of comprehension, the expression of different functions, and the use 

of grammatical categories to compile more scientifically grounded word lists that 

would allow children to accomplish richer functional expressions with fewer words. 
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Abstract. The present study envisages the construction and reforming practice of 
the national first-class specialty in local colleges under the background of the 
“New Engineering” project. Specifically, the construction of engineering teaching 
team, and the construction of practical teaching platform within and out of 
universities have been explored. Furthermore, the revolution of the teaching 
method and medium and the cultivation of innovative talents has been discussed. 
With the implementation of the “New Engineering” reform and other professional 
construction initiatives, the quality of pharmaceutical engineering education in the 
School of Pharmacy, Jiangxi Science and Technology Normal University has 
significantly improved, and the influence and reputation of the specialties has been 
significantly enhanced. As a result, the Pharmaceutical Engineering major of the 
Jiangxi Science and Technology Normal University has been rated as a first-class 
advantage specialty in Jiangxi Province in 2022, and has ranked first in the 
comprehensive evaluation of majors in Jiangxi Province for two consecutive 
rounds. 

Keywords. New engineering; Pharmaceutical engineering; First-class specialty 

1. Introduction 

In the present global scenario, a new round of scientific and technical revolution 

accompanied with the industrial transformation has accelerated, thereby leading to an 

intensified competition in the comprehensive national strength among different 

countries. To accelerate the construction of the new engineering specialty, and facilitate 

the economic transformation and upgradation, there is an implementation of a series of 

ongoing significant strategies such as “Innovation-driven Development”, “One Belt, 

One Road”, “Internet Plus”, and “Made in China 2025”. To pave a way in the vigorous 

development of the new economy characterized by new technology, there is a need of 

innovative forms of business and industries. In this pursuit, there is an inevitable need 
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of engineering talents with a higher ability of innovation, entrepreneurship and cross-

border integration. 

In order to satisfy the strategic demand of new engineering talents in the new 

economy and new industries, the Ministry of Education of China has put forward the 

“New Engineering” action plan of higher education of engineering in February 2017. 

This plan aims to cope with changes and shaping the future using an approach of 

inheritance and innovation, cross and fusion, and coordination and sharing. This can 

cultivate diversified and innovative outstanding engineering talents for providing 

intellectual security and talent support in the development of the new economy and 

new industry [1]. 

According to the basic characteristics of the new industry and the basic 

requirements of the new engineering, the main shortcomings of the existing talent 

cultivation system in most local engineering colleges are the insufficient openness and 

integration towards industries, and the weakness of adaptability and support. These can 

be specifically described as: (1) The developments in the positioning and connotation 

of universities are not compatible with the national economic development strategies 

and industrial development needs; (2) The talent cultivation system does not adapt to 

the industrial development; (3) The school-enterprise interaction system cannot meet 

the needs of the talent cultivation and collaborative innovation in the context of the 

new industry; (4) Implementation of discipline and scientific research activities do not 

satisfy the industrial demands and feedback to talent cultivation; (5) The training 

system cannot effectively support the achievement of the goal of the new engineering 

talent cultivation; (6) The university governance system cannot meet the needs during 

the construction of the new engineering system. 

Considering the local undergraduate institutions of the education level, and its 

positioning of training applied talents for the local area, the present study thoroughly 

leveraged the advantages of the numerous high-quality practical base and rich 

experience in school-enterprise cooperation, under the basis of the preliminary 

pharmaceutical category cultivation [2]. This can be achieved by a proper combination 

of the actual situation of the major and with the guidance of the demand of modern 

pharmaceutical companies [3]. Further, by employing the innovative talent training 

modes, such as the integration of production-engineering education, cooperation 

between the school-enterprise, promoting the reform of curriculum system and teaching 

evaluation, and exploring the construction and reform of the national first-class 

specialty in local colleges, the aforesaid goals can be realized [4-6]. 

2. Construction of the Teaching Group  

A teaching team with a strong practical experience of engineering is a significant 

condition for ensuring the requirements of the “New Engineering” implementation. 

Although our teaching group has a combination of the subject expertise and strong 

engineering practical abilities, the School of Pharmacy has employed various measures 

to build an engineering teaching team that comprehends the development of the 

pharmaceutical industry and satisfies the needs of engineering talent cultivation, in 

order to successfully implement the “New Engineering” project and to construct the 

national first-class specialty. The specific measures are shown in the Figure 1. 
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Figure 1. Measures adopted by the engineering teaching team. 

3. Construction of the Engineering Training Center 

3.1. Construction of Engineering Training Center conforming to GMP standards 

In order to enable the students to see and use the common manufacturing facility of the 

pharmaceutical companies and familiarize its working principle, our institute has built 

a GMP-compliant oral solid preparation engineering training center, equipped with 

advanced equipment containing automatic control system and air purification system. 

This training center is able to simulate the actual production scenarios of the 

pharmaceutical companies, so that students can master the core engineering literacy 

and practical aspects of pharmaceutical engineering. Furthermore, this training not only 

fulfills the internship and practical training needs of students, but also undertakes the 

extracurricular scientific and technological innovation activities and various scientific 

and technological competitions. 

3.2. Construction of Virtual Simulation Training Center 

Construction of virtual simulation training center is an essential development in the 

virtual simulation teaching, which enables the students to grasp a better understanding 

of the real production environment, process, and principles in real pharmaceutical 

industries, through a highly immersive teaching mode. With the support of the Ministry 

of Education’s collaborative practice project for industry-education integration, our 

institute has constructed a virtual simulation training center that covers the virtual 

experiments on solid oral dosage forms, injections, chemical drugs, and traditional 

Chinese medicine production, through independent research and cooperation with 

enterprises. Together with the engineering training center and experimental teaching 

center, it has formed a combined virtual and real on-campus practical teaching platform 

for pharmaceutical engineering. 
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4. Construction of Practice Teaching System outside school 

4.1. Establishing the Assurance management agency employing the “government-

school-industry-enterprise” cooperation 

The institutes should establish a structurally sound, clearly managed and assigned 

authorized representative cooperative organization with the government departments 

and industry enterprises. This can be an important factor in ensuring the 

implementation and development of the bidirectional integration of production, and can 

guarantee the establishment of stable off-campus internship bases. In 2009, the School 

of Pharmacy, Jiangxi Science and Technology Normal University established a 

professional teaching guidance committee with experts from the industry and enterprise 

as the main members. For achieving a better work-performance, experts from 

pharmaceutical companies in other provinces were invited to participate in the 

committee and revise the committee charter to clarify the responsibilities and rights of 

the committee. The committee was responsible for studying the requirements and 

trends of industry and professional development, and determining the objectives of the 

talent training. Other objectives of the committee included, determining the knowledge 

and ability structure of graduates, coordinating the management of on-campus and off-

campus internships and job training, and carrying out scientific research and training, 

and recommending graduates. 

4.2. Establishing the Evaluation Standards for Off-Campus Internship 

It is essential to regularly launch the evaluation and dynamic adjustment of off-campus 

internship bases to ensure the quality of internships. Feedback should be provided to 

the internship bases that fail to meet the evaluation standards, and their qualifications 

may be canceled if a serious problem appears. The evaluation process should be 

standardized that has practical and feasible evaluation standards, generally including 

the following contents: (1) Essential facilities: The internship base should be equipped 

with the teaching, experimental, internship, and scientific research facilities and other 

hardware conditions necessary for the student internships. (2) Organized Team: The 

internship base should lay strict rules and regulations to ensure that students’ learning 

in the internship base is productive. (3) Appropriate Guidance: The internship 

management and guidance personnel receiving a higher education have a certain 

amount of theoretical and professional knowledge, and have a rich practical experience 

and professional skills. Such personnel should be arranged by the internship base to 

charge and guide the students to study. (4) Undertaking Assessments: The internship 

base should summarize the internship situation of the interns and evaluate their 

comprehensive performance during the internship, which provides a basis for the 

school to evaluate the students’ internship performance. 

4.3. Establishing a Collaborative Education Model with the Combination of “Industry-

University-Research” 

By establishing the school-enterprise cooperative internship bases, enterprises provide 

internship conditions to the schools and create a good internship environment for 

students. Furthermore, the colleges actively combine the “Industry-University-
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Research” cultivation model and cooperate with the off-campus internship bases in 

accordance with the principle of complementary advantages and mutual benefit. This 

transforms the scientific and technological research and the talent advantages into 

productivity, thereby improving the overall competitiveness of the enterprises. 

Meanwhile, the practice and financial advantages of the off-campus practice base 

should be utilized to transform it into a test base for product development and scientific 

research promotion of colleges and universities. The school-enterprise cooperation 

training can sustainably develop only through the complimentary interaction between 

the schools and enterprises. 

5. Methods and Measures of Improving Teaching 

The implementation of the “New Engineering” reform is a very systematic project, in 

which the reform of the teaching methods and means is a vital factor. The measures to 

carry out the reforms by the project team are summarized in Figure 2. 

 

Figure 2. Reform measures of teaching methods and means. 

 

5.1.  Heuristic and Discussion Teaching Model 

By implementing the heuristic and discussion-based teaching methods, the initiative 

and enthusiasm of the students can be mobilized for learning, and an ability to ask and 
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solve problems can be cultivated. In engineering courses, the assignments mainly 

consist of small test papers that stimulate the students’ active thinking, and cultivate 

their ability to comprehensively apply knowledge and self-study skills. 

5.2. Enterprise Production Instance Teaching Model 

Based on their practical learning experience from the industry, the teachers can 

introduce new technologies used in industrial production process into the curriculum, 

highlighting the practicality of the content. As a result, the students can understand the 

principles and concepts in real examples. For example, the Pharmaceutical Technology 

course introduces the process of biological, chemical, and traditional Chinese medicine 

production, wherein typical examples come from the real production scenarios in 

pharmaceutical enterprises. 

5.3. “Going out and Inviting in” Teaching Model 

“Inviting in” means hiring part-time teachers from the pharmaceutical enterprises with 

strong practical engineering aspects as the main lecturers for professional courses, who 

can be responsible for teaching the contents that are closely related to production 

reality. Meanwhile, the theoretical part of the content can be taught by the school’s 

professional teachers. In each semester, production technology experts from well-

known pharmaceutical or cross-national pharmaceutical enterprise can be invited to the 

university to give special lectures on new pharmaceutical technologies for students. 

“Going out” implies the content closely related to the pharmaceutical enterprise 

production scenes for professional courses that is arranged in the pharmaceutical 

enterprises with on-site learning. Herein, the enterprise engineering and technical 

personnel are invited to give on-site lectures to the students. 

5.4. Campus Virtual Simulation Experiment Teaching Model 

By utilizing the school's engineering training center which meets GMP standards and 

launching virtual simulation experiment, students should be allowed to personally 

operate and control the production equipment and become familiar with its working 

principles. This resolves the problem of not being able to operate equipment due to the 

mere industrial-visit of the pharmaceutical enterprises. After such training and 

simulation, the internship in enterprises can achieve the effect of twice the results with 

half the effort. 

5.5. Campus Engineering Practice and Training Teaching Model 

Practical teaching and engineering training can be launched by relying on the school's 

built-in engineering training center as an important training platform, which can allow 

the students to carry out engineering practice operations before going to the factory for 

internship. This helps in providing an essential guarantee for improving the students’ 

engineering practical and innovative abilities. 

Z. Chen et al. / Exploring the National First-Class Specialty Construction460



6. Cultivation of Innovation Awareness and Ability 

Cultivating innovation awareness and ability is an important aspect of the “New 

Engineering” reform. While strengthening the cultivation of practical engineering 

aspects, the cultivation of students' engineering innovation ability can be strengthened 

from multiple aspects, including laboratory openness, undergraduate innovation, 

entrepreneurship training, and participation in various academic competitions (such as 

the international “Internet Plus” university student innovation and entrepreneurship 

competition, the National College Student Pharmaceutical Engineering Design 

Competition). Meanwhile, regular invitations can be given to alumni and expert 

scholars who have achieved/provided outstanding contribution to scientific research to 

deliver academic lectures on scientific and technological innovation. Also, the technical 

engineers from pharmaceutical companies and pharmaceutical design institutes can be 

invited to give special reports on engineering innovation. The specific measures that 

can be taken are shown in Figure 3. 

Figure 3. Measures of cultivating the innovative ability of college students. 

7. Conclusion 

With the implementation of the “New Engineering” reform and other professional 

construction initiatives, the quality of pharmaceutical engineering education in the 

School of Pharmacy, Jiangxi Science and Technology Normal University has 

significantly improved, and the influence and reputation of the specialties has been 

significantly enhanced. Herein, the students’ engineering practical ability has been 

significantly enhanced and the overall satisfaction of the specialty has kept in high 

level. There is a shortage of graduates concerning the employment, and the selected 

candidates have been generally highly evaluated from the employers. Meanwhile, the 

level of professional construction has been significantly improved. The Pharmaceutical 

Engineering major of the Jiangxi Science and Technology Normal University has been 

rated as a first-class advantage specialty in Jiangxi Province in 2022, and has ranked 

first in the comprehensive evaluation of majors in Jiangxi Province for two consecutive 

rounds. Further, it has been approved as a five-star major in the Jiangxi Province. 

Without doubt, the implementation of “New Engineering” is unmanageable 

without the participation of teachers. Teachers need to devote a lot of energy and time 

to education, and education-reform related work. It is a prerequisite for ensuring the 

construction of first-class specialty and the quality of talent cultivation needed by the 
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government management departments and schools. Relevant policies need to be 

introduced to encourage the teachers to voluntarily invest more energy into education 

and teaching. 
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