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Editorial 
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NATURALLY INITIATED SMALL CRACK PROPAGATION BEHAVIORS 

IN NI-BASE SUPERALLOYS UNDER THERMO-MECHANICAL LOADING  

Y. Yamazaki, Y. Hara and T. Maejima 

Niigata Institute of Technology, Japan 
 

Abstract: Ni-base superalloys have wide applications in the manufacturing of blades and vane that are 
used in gas turbine systems for generating electricity. It is of critical need to gain a fundamental 
understanding of the propagation characteristics of fatigue cracks, especially the early growth of naturally 
initiated small cracks, under thermo-mechanical fatigue (TMF) conditions. To this end, this study 
investigates the propagation behaviours of naturally initiated small crack in a polycrystalline Ni-base 
superalloy under in-phase (IP) and out-of-phase (OP) types of TMF conditions as well as the isothermal 
low-cycle fatigue (LCF) condition. The crack initiation and propagation mechanisms were discussed base 
on the crystallographic investigations performed using electron backscatter diffraction (EBSD) analysis. 
Experimental results revealed that the initiation and propagation morphologies of the naturally initiated 
crack were significantly affected by the thermo-mechanical loading condition. Under the LCF and IP 
conditions, the small cracks were initiated and propagated at the grain boundaries perpendicular to the 
loading axis. On the other hand, under the OP condition, the small cracks were initiated and propagated 
with the transgranular modes. When the crack growth rates of naturally initiated small crack are correlated 
with fatigue J-integral, the crack growth rates under the TMF condition were almost similar to those under 
LCF conditions.  

Keywords: Thermo-mechanical fatigue; Small crack; Crack propagation; Polycrystalline Ni-base superalloy 

1 INTRODUCTION  

Ni-base superalloys are considered as highly reliable alloys in the manufacturing of blades and vanes that 
are used in gas turbine systems for generating electricity [1-4]. Typically, these alloys are subjected to 
rather complex stress and temperature cycles due to the temperature gradients that occur during start-up 
and shut-down or from temperature gradients that occur within the components during steady-state 
operation. The accumulation of such stress and temperature cycles leads to the possibility of failure caused 
by thermo-mechanical fatigue (TMF). Therefore, a comprehensive understanding of the crack propagation 
characteristics under TMF conditions is essential [1, 5]. In particular, the initial growth of naturally initiated 
small cracks of the order of sub-millimetres can provide some essential information on the life and the 
remaining life prediction to these failures [6-8]. From the engineering and academic interest perspective, 
the importance of studying small cracks growth behaviour can be sought to the following reasons: (i) most 
part of fatigue life under TMF and LCF conditions is generally dominated by the small crack growth 
process; (ii) given the fact that the small cracks grow with a propagation rate that is significantly higher than 
that of accompanying physically long cracks (i.e., the difference in propagation rates between small and 
long cracks), the life prediction based on the traditional long crack results involves strong potential for non-
conservative estimation; and (iii) the growth of small cracks is notably affected by microstructures, such as 
grain boundary and strengthening precipitates, and also by the environment. Nevertheless, most of the 
earlier studies have dealt with the propagation of physically long cracks, and there is little information on the 
small crack growth process. 

Therefore, this study investigates the propagation behaviours of naturally initiated small cracks in a 
polycrystalline Ni-base superalloy, IN738LC, under thermo-mechanical fatigue loading. The crack initiation 
and propagation mechanisms are discussed based on the crystallographic investigations performed using 
electron backscatter diffraction (EBSD) analysis. 

2 EXPERIMENTAL PROCEDURES 

The material tested in this study is a conventionally cast polycrystalline Ni-Base superalloy, IN738LC. The 
chemical composition of IN738LC and the heat-treatment conditions are represented in Table 1. The 
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microstructure of IN738LC and the inverse pole figure (IPF) map obtained using EBSD are shown in Figs. 
1(a) and (b), respectively. As is seen, the material comprises the γ matrix strengthened by the randomly 
distributed γ’ precipitates of size ranging from 0.2 µm to 1.5 µm (approximately 40%–45% by volume). 
Subsequently, solid cylindrical smooth specimen of gauge section diameter 5 mm was machined from the 
round bar stock of this material. Before the fatigue test, the surface of the specimen was mechanically 
polished to a mirror surface using 1-µm alumina powders. 

Isothermal low-cycle fatigue (LCF) and thermo-mechanical fatigue (TMF) tests were conducted under the 
test conditions summarized in Table 2. All the tests were performed under a strain-controlled condition, 
utilizing a fatigue testing machine equipped with an induction heating system. During the TMF tests, 
mechanical strain was applied such that the thermal free expansion strain is superimposed in a 
synchronized manner with thermal cycling under the following two phase angle conditions: in-phase (IP) 
condition and out-of-phase (OP) condition, wherein the phase differences between strain and temperature 
cycling are 0° and 180°, respectively. In this study, the TMF tests were conducted at temperatures ranging 
from 400 to 880 °C, while the test temperature of LCF was 880 °C. The strain, temperature, and time 
correlations of each test conditions are shown in Fig. 2. 

To investigate the propagation behaviour of naturally initiated surface small crack, the smooth specimen 
surface was periodically replicated by the replica method after cooling the specimen to room temperature.  

Table 1 Chemical composition and heat treatment conditions of the tested material 

(a) Chemical composition (mass %) 

C Si Cr Co Mo W Ta Al Ni 

0.09 0.04 16.0 8.14 1.65 2.58 1.72 3.57 Bal. 

 

(b) Heat treatment conditions 

HIP (1200℃ × 111.4 MPA × 4 h in Ar) →  Solution heat treatment (1120 ℃ × 2 h in Ar) 
→ aging treatment (1080℃ × 4 h in Ar) → aging treatment (845 ℃ ×24 h) 

 

       

(a) SEM image     (b) IPF map by EBSD 

Fig. 1 Microstructure of IN738LC used in this study 

 

Table 2 TMF and LCF test conditions 

  TMF LCF 

In-Phase (IP) Out-of-phase (OP) 

Temp.[°C] 400–800 880 

Strain range [%] 0.4 

Strain rate [%/s] 0.002 

Strain ratio −1 

Phase difference [°] 0 180 - 

2µm 500µm 
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Fig. 2 Strain, temperature, and time correlations of LCF, IP-TMF, and OP-TMF tests 

3 RESULTS AND DISCUSSIONS 

Figure 3 shows the typical hysteresis loops during LCF and IP- and OP-TMF tests. No inelastic deformation 
behaviour could be observed in the stress–strain response under the IP- and OP-TMF loading conditions. 
In addition, the stress–strain curves of the IP- and OP-TMF loadings are asymmetric due to the 
temperature dependence of the deformation resistance of IN738LC. On the other hand, the stress–strain 
response under the LCF condition showed a hysteresis loop with in-elastic deformation. 
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Fig. 3 Typical stress–strain responses during fatigue test: at N/Nf = 1/2 

 

Typical examples of small cracks initiated under LCF and TMF loading are shown in Fig. 4. Thus far, they 
were observed from the specimen surface. Therefore, under the LCF and IP-TMF loadings, the cracks 
appear to be initiated and propagated at the grain boundary perpendicular to the loading axis, which might 
be a relatively week region at elevated temperature (Figs. 4(a) and (b)). On the other hand, under OP-TMF 
loading, of which the tensile loading is applied at lower temperature, the cracks were initiated and 
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propagated via the transgranular mode, as shown in Fig. 4(c). Accordingly, it can be deduced that the 
initiation and propagation morphologies of naturally initiated small crack are sensitive to the microstructure 
and test temperature. 

 

       

       

(a) LCF condition (∆ε = 0.4%)        (b) IP condition (∆ε = 0.5%)  (c) OP condition (∆ε = 0.4%) 

Fig. 4 SEM images and Inverse pole figure maps of small cracks initiated on specimen surface 

 

Figure 5 shows the typical small crack growth behaviors. Some small cracks, less than ten cracks, were 
generated on the surface of a representative smooth specimen under each test condition. The propagation 
behavior of the small cracks was measured periodically by means of the replica method. The data points in 
Fig. 5 express the propagation behaviors of multiple small cracks initiated on a representative smooth 
specimen. Comparing the fatigue lives of IN738LC at the same strain range level (∆ε = 0.4%), the fatigue 
life under the IP-TMF condition was found to be longer than that under the LCF condition. The fatigue lives 
of IN738LC can be considered to depend on the stress range and mean stress under the TMF condition 
because they were higher under the OP-TMF. However, under the LCF condition, the stress range was 
small with a mean stress level of almost zero, even though the fatigue life was shorter under such condition. 
Besides, the creep damage might also affect the fatigue life under the LCF condition. 
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Fig. 5 Propagation behaviors of naturally initiated small cracks; ∆ε = 0.4%  
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The data points and the lines in Fig. 6 show the crack growth rates measured for multiple small cracks in a 
smooth specimen, as a function of the fatigue J integral range, ∆Jf, wherein ∆Jf for small cracks was 
evaluated using the following equation [9, 10]. 

 

anf
E

FJ pff 












∆∆+∆=∆ εσσπ )(

2
2 ,       (1) 

 

where ∆σ is the stress range, ∆εp is the plastic strain range, E is the elastic modulus at 880 °C for LCF and 
at the middle temperature of TMF test (640 °C) for TMF, and nf is the cyclic hardening exponent. F and f(nf) 
are 

λλ )*47.11/(12.1 65.1+=F          (2) 

and 

ffff nnnnf π+−= /)1(85.3)( ,        (3) 

where, λ is the ratio of the crack depth to the surface crack half-length obtained from the fracture surface. 
For comparison, the physically long crack propagation curves under LCF conditions [11] are also 
represented in Fig. 6. The small crack propagation rates are considerably higher than those of the long 
crack. Given the fact that the information obtained from the physically long crack growth rate provides an 
unrealistic evaluation on the reliability of the actual components, the experimental results obtained in this 
study illustrate the importance of the investigation of small crack growth behaviour. 

As shown in Fig. 6, the rates of small cracks under IP-TMF and OP-TMF loading are almost comparable to 
those under LCF loading, i.e., the small crack propagation rates can be expressed with a unique curve 
under LCF, IP-TMF, and OP-TMF conditions, when the propagation rates are correlated with the fatigue J 
integral range. 
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Fig. 6 small crack propagation rates correlated with the fatigue J integral range 
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4 SUMMARY 

In summary, this paper reports the crack propagation behaviour of naturally initiated small cracks in 
IN738LC under thermo-mechanical fatigue loading. The experimental results indicated beyond ambiguity 
the importance of the investigation of small crack propagation behaviours. The fatigue lives of IN738LC 
were varied under different thermo-mechanical fatigue loading conditions. Results suggest that the fatigue 
life by the creep damage under the LCF condition was relatively shorter. However, when the propagation 
rates are correlated with the fatigue J integral range, the small crack propagation rates can be expressed 
with a unique curve, despite the differences in the thermo-mechanical fatigue loading conditions. 
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Abstract: The riser connectors used in offshore oil drilling undergo cyclic loading with a high mean stress. 
FE computations revealed in-phase biaxial tension in the critical area, while most fatigue criteria were 
designed for tension-shear loadings. Both the mean stress effect and the positive biaxiality effect thus need 
to be addressed. Stress-controlled fatigue tests were run at different R ratios (σmin/σmax). The fatigue lives 
decreased with increasing R, following Gerber’s parabola for the endurance limit and Walker's model for 
finite lives. Surface crack initiation was observed for R = -1 and -0.5, while positive R ratios triggered 
internal crack initiation from pores or chemically inhomogeneous areas. The reason for this change in 
damage mechanism as well as the kinetics of crack nucleation and growth are discussed. 

Keywords: Mean stress; internal crack; fish-eye; steel; biaxial fatigue 

1. INTRODUCTION: INDUSTRIAL CONTEXT  
In order to increase oil production, efforts have to be made for deeper offshore drilling in harsher 
environments. The riser steel tubes can be conveniently and quickly connected/disconnected using the “clip 
connector” designed at IFPEN. The assembly experiences external pressure from sea water, internal 
pressure of the fluid flowing through it, the mass of the riser assembly, buoyancy force and above all, sea 
waves which induce cyclic bending and potentially, fatigue damage. Two situations are encountered: the 
“connected mode” with a high mean stress (R = 0.7) and low amplitude constitutes more than 90% of the 
service life, while the “disconnected mode” with a lower mean stress (R = 0.2) but higher amplitude 
constitutes less than 10%. A 3D finite element model of 1/4th of a clip connector assembly has been 
developed in ABAQUS (fig.1a) using quadratic tetrahedral elements and appropriate refinement near the 
contact areas between the male and female parts. 50 cycles representative of the connected /disconnected 
modes were simulated, using previously identified elastic-plastic constitutive equations including isotropic 
softening and non-linear kinematic hardening. A high stress gradient in the region below the lugs and along 
the thickness is found (fig. 1b) as well as in-phase biaxial tension with different mean stresses in the critical 
regions, with a biaxiality ratio between 0.2 and 0.3 (fig. 2). Both the mean stress effect and the biaxiality 
effect thus need to be addressed for a proper design. However, most of the multiaxial fatigue criteria are 
based on tension-torsion fatigue data and many of those, which include a hydrostatic stress term, do not 
discriminate the influence of biaxial tension from that of a mean stress [1, 2]. This motivates the present 
study. The mean stress effect and the positive biaxiality effect are investigated separately, through uniaxial 
tests at various R ratios for the former and combined tension and internal pressure tests on tubular 
specimens for the latter.  

2. EXPERIMENTAL STUDY  

2.1. EXPERIMENTAL PROCEDURES  

The clip connectors are made of F22 steel with the composition shown in table 1 and the basic mechanical 
properties shown in table 2. Its micro-structure is that of a non-textured aged tempered martensite, with a 
few micron-wide equiaxed grains containing remnants of laths. Aluminum-magnesium-calcium oxide and 

Table 1  Measured composition of F22 steel (Wt. %) 

C Cr Mo O Mn Si Ni Cu 

3.5 2.5 1.1 1.4 0.6 0.2 0.1 0.1 
 

Table 2   Basic Mechanical properties of F22 steel 

Proportional limit 0.2% Yield stress Ultimate Stress Vickers Hardness 

600 MPa 694 MPa 780 MPa 550 
  



 

International Journal of Fracture Fatigue and Wear, Volume 3 

8 

 

manganese sulfide inclusions with an average size of 5 µm are present, but do not seem harmful in fatigue, 
contrary to some less frequent but larger pores and inhomogeneous zones, as discussed below.  

Cylindrical specimens of diameter 8 mm or 7 mm with a surface roughness Ra<0.4 were cut from an actual 
clip connector and used for stress-controlled push-pull tests at different R ratios (-1, -0.5, 0 and 0.25) in air 
at 10 Hz. The tests were stopped at 3.106, cycles and the corresponding stress amplitude was considered 
as the endurance limit for that R ratio. 

2.2.  EXPERIMENTAL RESULTS: FATIGUE LIVES AND DAMAGE MECHANISMS 

Both the endurance limit and the slope of the S-N curves drop with increasing R ratio (fig. 3). A Goodman 
plot (fig. 4) shows that Gerber’s parabola provides the most accurate prediction of the endurance limit at 
different R ratios, while both Goodman’s and modified Goodman’s lines are too conservative. For finite life, 
Walker’s equation [3] provides reasonable predictions, within a factor of 3 from measured lives (fig. 5). 

Fig. 1 a) Clip riser F.E. model b) Stress 
contours at peak load in the connected mode, 
after 50 cycles. 

Fig. 2 Computed evolutions of three principal stresses in 
the critical area under connected/disconnected modes. 

 
(1) 

 

Fig. 3 S-N curves at different R ratios. Fig. 4 Goodman Diagram 
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Fig. 5 Measured and predicted lives, using 
Walker’s criterion. 

Fig. 6 Surface crack initiation for R = -1 

All the fatigue cracks at R=-1 or -0.5 and most of the cracks at R=0 initiated from the surface. SEM 
observations of longitudinal sections cut from specimens broken after a few thousands cycles under such R 
ratios, show secondary surface micro-cracks which follow a zig-zag paths with frequent deflections along 
grain or martensite laths boundaries (fig. 6). 

Internal crack initiation from 40-300 µm large pores or inhomogeneities (see table 3) became more and 
more frequent as the R ratio increased, giving rise to so called “fish eye” patterns (fig. 7a). Topographic 
analyses of the fracture surfaces around the defects revealed the presence of tilted facets, inclined by 45° 
relative to the loading axis (fig. 7b), suggesting shear-driven crack initiation of Stage I type. As the crack 
grows, it becomes normal to the loading axis as if a stage I to stage II transition occured.  

The fish eyes look bright under the optical microscope because of the absence of oxide layer on the crack 
face, as long as the internal crack does not emerge at the free surface and thus propagates without any 
contact with moist air, as in a vacuum. SEM observations of the border of a fish-eye (fig. 7c) reveal striking 
differences in the aspects of both sides. The part grown in vacuum is much smoother. It is also featureless, 
with very few traces of the underlying microstructure and without any striations, in accordance with the 
literature on fatigue crack growth in vacuum [4]. But as soon as the crack propagates in air, well marked 
crystallographic patterns evoking laths or grain boundaries, as well as fatigue striations can be observed. 

The defects giving rise to internal crack initiation are sometimes pores and sometimes debonded clusters of 
chemically inhomogeneous material. SEM observations of mating fracture surfaces as shown in fig. 8a-b 
reveal a crater on one side and a cluster of non-homogeneous material on the other side. Chemical 
analysis based on Energy Dispersive Spectrometry shows locally much higher oxygen and carbon contents 
(fig. 8c). This matter has thus different mechanical properties than the matrix and is prone to debonding.  

3. DISCUSSION 

Internal crack initiation with a fish eye pattern is generally observed in the very high-cycle fatigue (VHCF) 
regime (107-1010 cycles). In this regime, a rough Optically Dark Area (ODA) also called Fine Granular Area 
(FGA), whose formation mechanism is much debated [5-7], surrounds the defect responsible for crack 
initiation. In the present study internal crack initiation occurred for relatively low fatigue lives (2.105 to 3.106 
cycles) when the R ratio was zero or higher, and no ODA or FGA was observed. While the former result is 
a bit surprising, the latter is not, since the formation of an ODA/FGA is known to require at least 107 fatigue 
cycles, to be favoured by fully reversed loading and to disappear for positive R ratios, which is consistent 
with the formation mechanism proposed by Nakamura et al. [5]. 

All the defects responsible for internal crack initiation were found in the sub-surface area (between 100 µm 
and 600 µm from the surface) and not randomly distributed on the fracture surface, as the tensile fatigue 
tests are supposed to produce a uniform stress provided any misalignment, which can induced bending, is 
avoided, which was checked. This suggests that residual stresses left by the machining process were 
present in the specimens. Significant plastic flow during the first half cycle at high R ratio might redistribute 
these residual stresses and thus modify the competition between surface crack initiation and sub-surface  
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Fig. 7 (a) Fracture surface under optical microscope with “Fish eye” (b) 3D topographic map around the 
pore (c) SEM observation revealing the difference in aspects of roughness and striations between crack 
growth in air and vacuum. 

  

(a) (b) 

 
(c) 

Fig. 8 (a) and (b) SEM image of crack initiation from chemical inhomogeneity of two halves (c) Spectrum 
obtained on inhomogeneous content using EDS   

initiation from defects, in favor of the latter. Measurement of residual stress profiles within the first millimeter 
from the surface using X-ray diffraction are planned to evaluate the pertinence of this assumption.  
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For the VHCF regime, there is a consensus about the predominance of the crack initiation stage from an 
internal defect over the crack growth stage [5-7]. Such a conclusion does not seem to hold in the stress 
range investigated here. The analytical solution of Goodier [8] for the stress field around a spherical pore in 
an infinite elastic medium yields a stress concentration factor Kt of 2.04 under uniaxial tension. For the 
stress cycles corresponding to the endurance limit at R ≥ 0, this is sufficient to induce monotonic and even 
cyclic plastic flow and ratcheting around a pore. 3D elastic-plastic F.E. simulations of a unit cell model 
containing 1/8th of a spherical pore were run for cyclic loadings leading to internal crack initiation (  
MPa and ). An equivalent plastic strain of 1.79% was reached at edge of the pore at the first peak 
load and after 100 cycles, the steady-state normal strain range was 0.53% with a local R ratio close to 1. 
Based on available fatigue data, such amplitude should lead to crack initiation after a few thousand cycles 
only. Note that biaxial tension should make internal crack initiation from internal defects more difficult, as 
also mentioned by Marquis et al [9], because the stress concentration at a spherical pore is lower in that 
case, as shown by Goodier’s formulae for an elastic matrix [8]: its is 1.36 under equibiaxial tension instead 
of 2.04 in uniaxial tension.  

To analyze the crack growth stage from internal defects, considered as elliptical, their major/minor semi-
axes: ‘a’ and ‘b’, were measured (see table 3) and the stress intensity factor at any point along the crack 
front (designated by its angular position) was calculated as:  

 
(2) 

∆KI was calculated by taking into account only the tensile part of the cycle. The maximum ∆K value for an 
elliptical crack occurs at the end point of the minor axis. Both the initial and final maximum ∆KI (considering 
the defect as a crack in the former case and at the border of the fish eye in the latter) were computed and 
reported in table 3. For all the observed defects, the initial ∆KI is 3.8 to 4.8 MPa√m. This value is much 
smaller than the threshold ∆K of 7.1 MPa√m measured in similar steel by Suresh et.al. [10], for long cracks 
in air at R=0. In a reducing atmosphere which nearly suppressed oxide-induced closure, the threshold 
dropped to 4.5 MPa√m. This is closer to the present values. The internal cracks observed here, which grow 
in vacuum, are not only free from oxide-induced closure but they are also short and rather smooth cracks 
and thus, probably undergo very limited plasticity and roughness-induced closure as well. 

An evaluation of the number of cycles spent in crack growth from the defect to the border of the fish-eye 
was attempted, using the kinetics measured by Suresh et.al. [10] in air at R=0.75, which probably 
corresponds to a closure-free kinetics. The results, denoted by Nfish-eye, are reported in table 3. Nfish-eye does 
not constitute a negligible fraction of the fatigue lives: it reaches to 20% for specimen 18. However, the 
growth rates of internal cracks growing without any assistance of moist air are probably significantly lower 
than in air [4]. Beach marks observed within the fish eye in two specimens (23 and 26), submitted 

Table 3 Estimated number of cycles for crack growth within the fish eye. Run-out specimens marked (*) 
were reloaded. In that case, crack growth from the last beach mark was considered. (-) denotes the 
absence of a fish eye due the proximity of the surface. 

Test R 
∆σ 

(MPa) 

Defect size Fish eye 
diameter 

(µm) 

∆KI,max MPa√m 

Nfailure  Nfish-eye 2a 
(µm) 

2b 
(µm) 

Initial Final 

16 -0.5 480 135 66 471 4.1 8.3 2,207,630 160,000 

18 -0.5 487 199 66 660 4.4 10.0 741,938 150,000 

23-1* 0 600 120 60 139 4.8 6.2 >3,000,000 50,000 

26-1* 0.25 500 304 50 500 4.3 8.9 >3,000,000 110,000 

25 0.25 500 95 95 - 3.9 - 339,602 - 

24 0.25 510 127 65 - 4.2 - 300,333 - 

26-2* 0.25 520 304 50 1028 9.2 13.3 1,704,174 40,000 

23-2* 0.25 520 120 60 355 5.3 7.5 373,933 70,000 

30 0.25 540 120 40 - 3.8 - 160,277 - 
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successively to two loading amplitudes, indicated the actual position of the crack front by the end of the first 
loading block and confirmed that the crack growth kinetics in air overestimated the growth rate of internal 
cracks. Thus, the growth kinetics collected in vacuum would be more pertinent. However, the fact that Nfish-

eye was underestimated reinforces the idea that the internal crack growth stage here constitutes a 
substantial part of the fatigue lives, which is contrary to what is usually deduced for the VHCF regime |6]. 

4. CONCLUSIONS AND FURTHER WORK 

From the results obtained so far, the following conclusions can be made: 

• In-phase biaxial tension with a biaxiality ratio between 0.2 and 0.3 prevails in the critical area of clip 
connectors, where the R ratio is about 0.7 during 90% of the service life and 0.2 in the remaining 10%. 

• The fatigue life of F22 steel depreciates with increasing mean stress following Gerber’s parabola for the 
endurance limit and Walker's model for finite lives. 

• While in push-pull (R = -1 or -0.5) fatigue failures initiate from the surface, internal crack initiation from 
pores or oxygen and carbon rich inhomogeneities becomes predominant at higher R ratios. 

• Internal crack growth without any assistance of moist air probably occurs with very limited plasticity and 
roughness-induced closure and no oxide-induced closure, but does not however, constitute a negligible 
part of the fatigue life in the range investigated, 105 - 3.106 cycles. 

Combined tension and internal pressure tests on tubular specimens in air and synthetic sea water are in 
progress, using the tri-axial testing machine described in [11], to analyze the effects of positive load 
biaxiality and that of a corrosive environment on fatigue lives and formulate an appropriate fatigue criterion.  
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Abstract: By means of the image method the solution of screw dislocation is obtained in an isotropic elastic 
layer. The solution is used to derive integral equations for a cracked layer subject to anti-plane deformation. 
Based on the small scale yielding the solution of these equations, are utilized to determine stress components 
around a crack tip. Employing von Mises yield criterion the stress components are utilized to define the 
boundary of plastic region around a crack tip. 

Keywords: Anti-plane deformation; Crack tip plastic region; Dislocation density; Small-scale yielding   

1. INTRODUCTION 

Under the hypotheses of linear fracture mechanics, plastic region forms at a crack tip even under small applied 
loads. In the stress analysis of metallic structures containing cracks the size of plastic region around a crack tip 
is a factor of utmost importance [1]. Apparently, in ductile materials, as the plastic region extends more energy 
dissipates reducing the damaged caused by dynamic loads. Furthermore, the direction of crack propagation in 
mixed mode fracture may be determined by the shape and size of the plastic region [2-4]. Wu and Dzeniz 
considered an isotropic strip weakened by an edge crack perpendicular to the layer boundary [5]. Adopting 
Dugdale model they obtained the length of the plastic segment ahead of the crack tip. The plastic region 
around a crack tip under in-plane loads was the topic of several investigations. For instance, recently, Xin et al., 
used Hill yield criterion to specify the boundary of the plastic zone in a cracked orthotropic plane under plane-
stress conditions [6].  

In the present study, under the assumption of small-scale yielding, of the by means image method, stress fields 
are determined in an isotropic elastic layer containing multiple cracks subjected to anti-plane deformation. The 
analysis takes into account the interaction between cracks which significantly changes the plastic region. The 
cracks interaction was not considered in previous investigations. By means of von Mises yield criterion the 
boundary of plastic region around crack tips is specified.   

2. FORMULATION 

The solution of a Volterra-type screw dislocation with Burgers vector � situated at a point with coordinates  (0, ℎ�) in an isotropic infinite-plane is expressed as, [7] 

�(	, 
) = �2
 �����(
 − ℎ�	 ) (1) 
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We consider a layer with thickness ℎ weakened by the aforementioned dislocation, Fig. 1. The boundary 
conditions for the layer are 

���(	, 0) = 0 

���(	, ℎ) = 0 

(2) 

To derive the displacement in the layer Eq. (1) in conjunction with the method of images are utilized. To this 
end, we situate dislocations with Burgers vector � at the points with coordinates (0, ℎ� ± 2ℎ�), � = 0,1,2, … and 
with Burgers vector −� at the points with coordinates (0, −ℎ� ± 2ℎ�), � = 0,1,2, …. The result may be written as  

�(	, 
) = �2
 {�����(
 − ℎ�	 ) + �����(
 + ℎ�	 ) 
+�[�����(
 − (ℎ� + 2ℎ�)	 )�

 !�
+ �����(
 − (ℎ� − 2ℎ�)	 ) 

−�����(
 − (−ℎ� + 2ℎ�)	 ) − �����(
 − (−ℎ� − 2ℎ�)	 )]} 

(3) 

Carrying out the summation we arrive at the displacement field as 

�(	, 
) = �2
 [�����(���($ 
 − ℎ�2 )
���ℎ($ 	2) ) − �����(���($ 
 + ℎ�2 )

���ℎ($ 	2) )] (4) 

where $ = 
/ℎ. We may easily observe that Eq. (4) is multiple-valued on the dislocation cut, 	 = 0, 
 = ℎ�. The 
constitutive equations under anti-plane deformation are 

�&� = ' (�(	  

��� = ' (�(
  

)5(  

where, ' is the shear modulus of elasticity of material. From Eqs (4) and (5), stress components become 

��� = �')*�ℎ($	)4ℎ ( 1,-)ℎ($	) − ,-)[$(
 + ℎ�)] − 1,-)ℎ($	) − ,-)[$(
 − ℎ�)]) 
�&� = �'4ℎ ( )*�[$(
 − ℎ�)],-)ℎ($	) − ,-)[$(
 − ℎ�)] − )*�[$(
 + ℎ�)],-)ℎ($	) − ,-)[$(
 + ℎ�)]) 

(6) 

The stress components (6) satisfy boundary conditions (2). Moreover, they behave as  

��� 	(	, ℎ�)~�'/2
																												�)		 → 0	
	�&�	(0, 
)~ − �'/2
(
 − ℎ�	)																�)	
 → ℎ�	

(7) 

Therefore, stresses are Cauchy singular at dislocation location.  

 

Fig. 1 Schematic view of the strip with a screw dislocation 
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We consider a strip containing 1 interacting cracks. The crack configurations may be described in parametric 
form as 

	2 = 	2()) 
 
2 = 
2()) ,																	− 1 ≤ ) ≤ 1,					* ∈ {1,2, … , 1} 

(8) 

The solution of screw dislocation may be utilized to construct integral equations for the anti-plane deformation 
of a cracked strip. The integral equations are Cauchy singular and are expressed as 

��526	2()), 
2())7 = � 89� (�):2 (), �);�
�

��
<
2!�

 
(9) 

where σ>?@ is the traction on the 	i-th  crack and b>F(t) is the dislocation density function on the normalized 

length, -1 ≤ t ≤ 1 of the  j-th  crack. From Eq. (6), kernel of integral equation (9) becomes 

:2 (), �) = '4ℎH	 IJ(�) + 
 IJ(�)	2IJ()) + 
2IJ()) 
[	2I()))*�ℎK$(	2()) − 	 (�))L + 
2I()))*�K$(
2()) − 
 (�))L,-)ℎK$(	2()) − 	 (�))L − ,-)K$(
2()) − 
 (�))L  

−	2I()))*�ℎK$(	2()) − 	 (�))L + 
2I()))*�K$(
2()) + 
 (�) − 2ℎ)L,-)ℎK$(	2()) − 	 (�))L − ,-)K$(
2()) + 
 (�) − 2ℎ)L ] 

(10) 

For embedded cracks Eq. (9) should be complimented by the following closure condition 

M [N	 IJ(�) + 
 IJ(�)]9� ��� (�);� = 0,																				� ∈ {1, …1}                          (11) 

The left-hand side of Eq. (9) is 

��52 = �&�O )*�P2 − ���O ,-)P2 (12) 

where σQ>R  and σS>R  are stress components caused by the external traction in the intact strip i.e., strip without 
cracks, and  φ@ is the angle between 	y-axis and normal to the presumed surface of the  	i-th  crack. The 
solution to Eqs. (9) and (11) yields the density of dislocation on a crack surface. The dislocation density is 
substituted into the following equations to determine stress components in the cracked strip 

���(	, 
) = ���O (	, 
) 
+ '4ℎ�8 V� (�){ 1,-)ℎ($(	 − 	 (�))) − ,-)($(
 − 
 (�)))

�
��

<
 !�

 

− 1,-)ℎ($(	 − 	 (�))) − ,-)$(
 + 
 (�) − 2ℎ)} 
)*�ℎ($(	 − 	 (�)))N[	I (�)]J + [
I (�)]J;� 
�&�(	, 
) = �&�O (	, 
) 
+ '4ℎ�8 V� (�){ )*�$($(
 + 
 (�) − 2ℎ)),-)ℎ6$(	 − 	 (�))7 − cos	($(
 + 
 (�) − 2ℎ))

�
��

<
 !�

 

− )*�$($(
 − 
 (�))),-)ℎ($ Z	 − 	 (�)[) − cos	($(
 − 
 (�)))} 

(13) 
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)*�ℎ Z$6	 − 	 (�)7[N[	I (�)]J + [
I (�)]J;� 
Under the assumption of small scale yielding by invoking von Mises yield criterion, at the boundary of plastic 
zone in anti-plane deformation, the following relationship holds 

0.75��&�J �	, 
� � ���J �	, 
�" � ^�J (14) 

where τS is the shear yield stress of the material. Therefore, substitution of stress components (13) into Eq. 
(14) specifies the boundary of plastic zone.  

3. NUMERICAL RESULTS  

In all the numerical examples, crack length is 2l � h/4. The stress intensity factor of a crack which is 
perpendicular to the boundaries of a layer and subjected to uniform anti-plane traction ^a is, [8]. 

:bbb � ^aH�	����
c� � 
(15) 

Utilizing von Mises yield criterion the plastic region caused by the singular terms of stress field around the crack 
tip is a circle with center at crack tip and radius 

d � a.efJg hijikl
J �	��� Zgmn [ (16) 

The plastic region around a tip of the crack using Eq. (16) and also stress field (14) for two values of ^a ^� �⁄ 0.2, 0.4 are depicted in Fig. 2. The value of  d6^� ^a⁄ 7J is constant whereas plastic region obtained from 

stress field (13) depends upon 6^� ^a⁄ 7J. Moreover, in the present analysis, by increasing the applied traction 
plastic zone does not extend in all directions uniformly. In the proceeding examples, uniform traction ^�� � ^a  
is applied on the layer boundaries. Plastic regions at a crack tip of a horizontal central crack for τS are shown in 
Fig. 3.The common feature of the above two examples is that plastic regions are symmetrical which attributes 
to the anti-symmetry of the problems with respect to the crack lines. The last example deals with the interaction 
between a central and an oblique crack, Figs. 4 and 5. The angle between cracks is 5π 6⁄  and the origin of 
coordinate system is located at the point of intersection of cracks lines. The interaction between cracks widens 
the plastic region and the area of plastic region on the upper flank of the cracks is larger than that on the lower 
one. 

 

Fig. 2 Plastic region around a tip of a vertical crack 
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Fig. 3 Plastic region at a tip of a horizontal central crack 

 

Fig. 4 Plastic region around the tips of two interacting cracks for ^a ^� =⁄ 0.2  
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Fig. 5 Plastic region around the tips of two interacting cracks for τa τS =⁄ 0.4 

4. CONCLUSIONS  

Based on the solution of screw dislocation integral equations are derived in a layer containing multiple cracks. 
These equations are solved numerically to determine dislocation density on the surfaces of cracks. The 
solution is utilized to determine stress components in the cracked layer under anti-plane deformation. The 
plastic region around the tips of a crack is specified using von Mises yield criterion. The analysis allows 
consideration of non-singular terms of stress fields. We observed that interaction between cracks has crucial 
effect on the shape and size of the plastic region. 
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Abstract: This paper deals with the analysis of the thermal stress intensity factor for small edge interfacial 
crack between thin elastic coating and substrate subjected to uniform temperature change by using the 
crack tip stress method. In the present method, the stress values at the crack tip calculated by FEM are 
used under the same mesh pattern and the stress intensity factors are evaluated from the ratio of stress 
values at the crack-tip-node between a given and a reference problems. This method is based on the fact 
that the singular stress field near the interface crack tip is controlled by the stress values at the crack tip 
calculated by FEM. In this study, the small edge interface crack problem under thermal stress is solved by 
superposing the uniaxial tension problem with edge singularity and the problem subjected to temperature 
change and uniaxial compression with no edge singularity. The calculation shows that the stress intensity 
factors of the small edge interface crack under thermal stress can be evaluated from four constant factors 
related only to the Dundurs’ parameter. 

 
Keywords: Stress intensity factor, Interface crack, Thermal stress, Coating layer, Crack tip stress method 

1 INTRODUCTION  

The between thin elastic coating and substrate, delamination and interface crack at the free edge of 
interface are often induced by thermal stress due to the elastic and thermal mismatch of the materials. Then, 
the evaluation of stress intensity factor (SIF) for interface crack under thermal boundary conditions is a 
subject of practical importance. Although a large number of studies have been made on the interface crack 
problem under thermal stress [1, 2], little is known about the effect of the free edge singularity on the stress 
intensity factors of the edge interface crack when the crack is extremely short.  

In this paper, single-edge interface crack problem subjected to uniform change of temperature is 
considered as shown in Fig.1. In Fig.1, Gj, νj, ηj (j=1, 2) and ∆T are shear modulus, Poisson's ratio, linear 
coefficient of thermal expansion and temperature change, respectively. The subscripts j=1, 2 stand for the 
material 1 and 2. The thermal stress intensity factors for small edge interfacial crack are analysed by using 
the crack tip stress method [3-6]. This method is based on the fact that the singular stress field near the 
interface crack tip is controlled by the stress values at the crack-tip-node calculated by FEM. To determine 
the SIFs under thermal stress, the stresses at the interface crack tip calculated by FEM are used and are 
compared with the results of reference problem shown in Fig.2 under the same mesh pattern near the crack 
tip [3-6]. In this study, a small edge interface crack in a bonded rectangular plate will be examined with 
varying crack length and changing material combination. Then, the effect of material combination and 
relative crack size on the SIF for interface crack will be discussed.  

2 CRACK TIP STRESS METHOD 

Recently, the effective method was proposed for calculating the stress intensity factor by using FEM [5-6]. 
The method utilizes the stress values at the crack tip by FEM. From the stresses σy, τxy near the interface 
crack tip, stress intensity factors are defined as shown in Eq.1. 
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Fig. 1  Small edge interface crack between thin layer 

and substrate under uniform temperature change 
Fig. 2  Reference problem of an interface crack in 

bonded semi-infinite plates 
 

In Eq.1, Gj is the shear modulus, κj=3-4νj for plane strain, κj=(3-νj)/(1+νj) for plane stress and νj is Poisson's 
ratio ( j=1, 2). From Eq.1, SIFs may be separated as 
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)}2/(ln{ arQ ε= .                                                                                                                           (3) 

Here, r and Q can be chosen as constant values when the reference and unknown problems have the 
same crack length and the same material constants. If Eq.4 is satisfied, Eq.5 may be derived from Eqs.2. 

yxyyxy στστ =**                                                                                                                    (4) 

yy KK σσ 11 ** = ,  xyxy KK ττ 22 ** =                                                                                      (5) 

Here, σy*, τxy* are stresses of reference problem near the crack tip, and σy, τxy are stresses of unknown 
problem in Fig. 1. The asterisk means the value of reference problem. In the FEM analysis, the stresses at 
the crack tip node, σy0,FEM and, τxy0,FEM are obtained as the finite value. By using the stress values at the 
interface crack tip calculated by FEM under the same mesh pattern, the SIFs of the unknown problem can 
be determined by 
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When the single interface crack in a dissimilar bonded infinite plane subjected to the loads T and S shown 
in Fig. 2 is selected as the reference problem, the SIFs of the reference problem are evaluated by 

( ) )21(*
2

*
1 επ iaiSTiKK ++=+                                                                                                         (7) 

In order to determine the applied loads T and S in Eq.7, the reference problem is expressed by superposing 
the tension and shear problems [5, 6]. Then, the stresses at the interface crack tip of the reference problem 
are expressed by  
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where σT=1
y0,FEM  stands for the stress σy at the crack-tip node calculated by FEM in the condition of T=1 and 

S=0. From the condition that the crack-tip-stresses between the unknown and the reference problems are 
the same, we obtain the applied loads T and S as follows, 
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Since the applied loads T and S determined by Eq.9 satisfy the condition that σy0,FEM*= σy0,FEM and  
τxy0,FEM*= τxy0,FEM, the SIFs of unknown problem are equivalent to that of reference problem. Therefore, we 
can obtain the SIFs of unknown problem from Eqs.7 and 9 by using the crack tip stress values calculated 
by FEM under the same mesh pattern. 

3 NUMERICAL RESULTS AND DISCUSSION 

In this analysis, eight-node-quadrilateral element is used and the FEM mesh near the crack tip is made fine 
systematically [3-7]. It should be noted that the same mesh size and pattern near the crack tip have to be 
used in the calculation of stress values for the unknown and reference problems.  

3.1 Effect of singular stress field near the interface edge due to 
thermal stress 

The SIF of the small interface crack is dominated by the singular stress field near the free edge. Figure 3 
shows the normalized SIFs for small edge interface crack under uniform temperature change analysed by 
the crack tip stress method. The dimensionless factors, F1 and F2, are defined as follows in this study. 

)21()( 02121 επσ iaiFFiKK ++=+                                                                                            (10) 
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Here, σ0 is the equivalent tensile stress in tension problem which gives the same edge singurality, and 

jjj ηνη )1(* +=  for plane strain, jj ηη =*  for plane stress ( j=1, 2). As shown in Fig.3, the values of F1,2 tend 

to increase or decrease markedly as the inteface crack becomes short. Furthermore, the values of F1,2 are 
also changed by the layer thickness h/W even when a/W is fixed. There are the reflection of the free edge 
stress singularity caused by the thermal stress.  

 

  

(a) F1 vs a/W                                            (b) F2 vs a/W 

Fig. 3  Relation between normalized SIFs and the relative crack length a/W when α=0.8 and β=0.3 

(α, β are the Dundurs’ composite parameters which are determined by elastic constants G1,G2, ν1,ν2). 

3.2 Superposion method to analyze small edge interface crack 
problem under thermal stress  

In this study, the problem of the small interface crack under thermal stress is represented by superposing 
two different problems as illustrated in Fig.4 [10]. Figure 4(b) is the small edge interface crack problem 
under tension in y-direction and Fig.4(c) is the problem subjected to compression and uniform temperature 
change. The problem of Fig.4(b) has the edge singularity and Fig.4(c) has no edge singularity. 
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Fig. 4  Superposition method to solve the thermal stress problem  
By solving the problems of Fig.4 (b) and (c), the stress intensity factors of Fig.4 (a) can be obtained. 

3.2.1 SIF of small edge interface crack under singular stress field (Fig.4b) 
The SIF of the short interface crack is dominated by the singular stress field near the free edge as 
illustrated in Fig.3. The singular stress distribution near the interface free edge is expressed by σy=Kσ/r1-λ, 
where r is the distance from free edge and 1-λ is the theoretical index of stress singularity near the interface 
edge without the crack [8, 9]. We therefore examine the variation of the intensity of the singular stress field 
Kσ near the interface free edge in Fig.4b without the crack. Figure 5 shows the relation between Kσ the 
coating layer thickness h/W. In Fig.5, It is found that the intensity Kσ has linear distribution on the double 
logarithmic plot, that is Kσ ∝ (h/W)m, when h/W<10-2. Table 1 shows the comparison between the slope m 
and the singular index 1-λ. From Table 1, it is seen that the slope m is close to the index of stress 
singularity 1-λ. Then, the dimensionless SIFs F1 and F2 for tension problem of Fig.4b can be represented by 
the following expressions. 
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The normalized factors C1 and C2 are plotted on a semi-logarithmic chart in Fig. 6when β=0.3. It is seen 
that the factors C1,2 become constant when a/h<10-3.  
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         Fig. 5  Relation between the intensity of singular stress at the  
      interface edge Kσ and the relative thin layer thickness h/W when β=0.3. 

 

Table 1 Comparison between m and 1-λ  

when β=0.3. 
5.0=α

6.0 7.0

8.0
9.0=α

3.0=β

α m 
(From Fig.5) 

1-λ 
(Theoretical) 

0.5 
0.6 
0.7 
0.8 
0.9 

-0.0558 
0.0000 
0.0652 
0.1344 
0.2056 

-0.0559 
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0.0652 
0.1345 
0.2059 
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Fig.6  Relation between C1,2 (Fig.4b) and the relative crack length a/h when β=0.3. 

3.2.2  SIF of small edge interface crack under no stress singularity condition 
(Fig.4c) 
In Fig.4(c), the stress along the interface is the uniform distribution because the singular stress due to the 
temperature change is counteracted by the singular stress due to the compressive stress σ0 [10]. The 
problem of Fig.4(c) has no singularity at the interface edge. Then, the dimensionless SIFs in this problem 
are shown by using the factors D1 and D2. 

)21()( 02121 επσ iaiDDiKK ++=+                                                                                             (13) 

Figure 7 shows the relation between the normalized factors D1,2 and the relative crack length a/h when 
β=0.3. It is seen that the factors D1,2 become constant when a/h<10-2. 
  

  

Fig. 7  Relation between D1,2 (Fig.4c) and the relative crack length a/h when β=0.3. 

3.2.3  Evaluation fomula of SIFs for small edge interface crack under thermal 
stress 
By using the method of superposition, the SIFs of the small interface crack under the uniform temperature 
change ∆T can be evaluated by using C1, C2, D1 and D2. 
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The factors C1,2 and D1,2 for the small edge interface crack depend on the material combination α and β. In 
Table 2, the dimensionless SIFs F1,2 evaluated from Eq.14 are compared with the SIFs directly calculated 
by the crack tip stress method (CTSM). As shown in Table 2, both results are in good agreement with each 
other. Therefore, the SIFs of the small interface crack under the uniform temperature change can be easily 
evaluated by using C1, C2, D1 and D2 when a/h<10-3 without FEM analysis for any material combinations. 

 

 

 

 

0σ

W

111 ,, ηνG

222 ,, ηνG

h

L

a

Fig.2(b)

T∆

0σ

W

111 ,, ηνG

222 ,, ηνG

h

L

a

Fig.2(c)



 

International Journal of Fracture Fatigue and Wear, Volume 3 

24 

 

Table 2 Accuracy of the dimensionless SIFs F1 and F2 calculated by Eq.14 

β=0.3 C1,2 D1,2   F1,2=C1,2(h/a)1-λ+D1,2 
F1,2 directly 

 obtained by CTSM 

F a/W α=0.8 α=0.9 α=0.8 α=0.9 α=0.8 α=0.9 α=0.8 α=0.9 

F1 

10-5 0.887 0.875 -1.082 -1.068 3.087 8.293 3.087 8.294 

10-4 0.887 0.875 -1.082 -1.068 1.977 4.763 1.977 4.763 

10-3 0.887 0.875 -1.082 -1.068 1.162 2.558 1.162 2.561 

F2 

10-5 -0.0751 -0.1082 -0.0544 -0.0756 -0.4075 -1.233 -0.4075 -1.233 

10-4 -0.0751 -0.1082 -0.0544 -0.0756 -0.3135 -0.7966 -0.3135 -0.7966 

10-3 -0.0751 -0.1082 -0.0544 -0.0756 -0.2447 -0.5242 -0.2447 -0.5245 

 

4 CONCLUSIONS 

In this study, the thermal stress intensity factor for small edge interfacial crack between thin elastic coating 
and substrate subjected to uniform temperature change were analyzed with varying the relative crack 
length, coating layer thickness and material combinations systematically. The small edge interface crack 
problem under thermal stress can be solved by superposing the uniaxial tension problem with edge 
singularity and the problem subjected to temperature change and uniaxial compression with no edge 
singularity. The calculation showed that the stress intensity factors of the small edge interface crack under 
thermal stress can be evaluated from the following definition with four factors when the ratio of the crack 
length and the coating layer thickness a/h<10-3 : 

)21()( 02121 επσ iaiFFiKK ++=+ , 1
1

11 )/( DahCF +⋅= −λ , 2
1

22 )/( DahCF +⋅= −λ . 

In above definition, λ is the order of the stress singularity at the interface edge without the crack. 
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FRACTURE ANALYSIS OF MULTIPLE CRACKS IN A FUNCTIONALLY 
GRADED PIEZOELECTRIC HALF-PLANE 
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Abstract: This paper investigates the analytical method to examine behaviour of several cracks in a 
functionally graded piezoelectric (FGP) half-plane subjected to anti-plane mechanical and in-plane 
electrical loading. First, the distributed dislocation technique is used to construct integral equations for FGP 
materials, in which the unknown variables are dislocation densities. By the use of dislocation densities, the 
field intensity factors are determined. In this study, we examine the effect of the material parameter and 
crack geometry upon the field intensity factors. Finally, several examples are solved and the numerical 
results for the stress intensity factor and electric displacement intensity factor are presented graphically. 
 
Keywords: Functionally graded; piezoelectric; Screw dislocation; Singular integral equations; Half-plane  
 

1. INTRODUCTION 

One of the important potential applications of smart material is in the area of high performance structures in 
the recent years. The electro-mechanical properties of functionally graded piezoelectric (FGP) materials 
continuously vary in certain directions to compensate sharp change in electro mechanical fields causing 
catastrophic failures. Therefore, the study of fracture of piezoceramics is receiving considerable attention 
due to extensive use of piezoelectric materials in adaptive (smart) structures. Commercially available 
piezoceramics are rather brittle and susceptible to fracture. As is well-known, the extension of the current 
fundamental fracture concepts in pure elasticity to piezoelectricity is not straightforward since the coupling 
between the mechanical and electric fields is complicated. 

Up to know a number of studies have been performed for the cracked piezoelectric materials. (Deeg, 1980; 
Park, 1990; Sosa, 1991; Suo et al, 1992; Meguid and Chen, 2001; Kwon and Lee, 2001; mousavi and 
Paavola, 2013). The distributed dislocation technique is a useful method in the fracture analysis of medium 
weakened by multiple cracks. It should be mentioned that in order to use the dislocation solution in crack 
formation, we should have exact solution for the dislocation. 

In this paper, we consider the problem for multiple cracks in a piezoelectric half-plane under anti-plane 
mechanical and in-plane electrical loadings. The Fourier transform is employed to obtain transformed 
displacement and stress fields. The dislocation solutions are then used to formulate integral equations for a 
functionally graded piezoelectric half-plane weakened by several cracks. Numerical results for the field 
intensity factors are shown graphically for functionally graded piezoelectric half-plane. 

2. PROBLEM STATEMENT AND METHOD OF SOLUTION 

 Consider a functionally graded piezoelectric half-plane with the poling axis Z occupies the region, and is 
thick enough in the Z-direction to allow a state of anti-plane shear. A Volterra-type screw dislocation is 
located at the origin, Fig.1. Under this anti-plane mechanical loading and in-plane electrical loading, only 
the out-of plane displacement and in-plane electric fields are non-vanishing. For the anti-plane problem 
considered here, the out-of plane elastic displacements, in-plane electric potentials satisfy the following 
governing equations 
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The constitutive relations are as follows:  
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where )(44 yc , )(15 ye and )(11 yε  are the respective elastic shear modulus, piezoelectric coefficient and 
dielectric constant of the piezoelectric material. In the absence of body forces and body charges, the 
equilibrium equations for the piezoelectric media are 
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Fig. 1. Schematic view of half-plane with a screw dislocation. 

 
Eqs. 3 in view of Eqs. 4 become: 
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In this paper, we adopt the exponential function as the material constants distribution of piezoelectric half-
plane.  

yeecyyeyc λεε 2
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where λ  is the exponent for properties gradation and ],,[ 110150440 εec  are the material constant at 0=y . 

Applying Eqs. 6 into Eqs. 5 results in 
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With the use of Bleustein function [8] 
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In which 
110

150

ε
α e
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The constitutive Eqs. 3 can be written as follows 
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For impermeable case, the boundary, continuity and limiting conditions may be expressed as
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where in Eqs.14 mzb  and pb  designate dislocation Burgers vectors. Although the jump in the electric 

potential is not a type of dislocation, it is referred here as electric dislocation for convenience. By applying 
Eq. 8 to the conditions (14), we arrive at 
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With the use of complex Fourier transforms, the functions w  and φ  are obtained 
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where 22 ωλβ += . With the aid of constitutive equations and use the table of integral transforms [9], it is 
not difficult to obtain the expressions for the components of the stress and electric displacement. For the 
sake of brevity, the details of manipulation are not given here. The final results are 
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where 22 yxr += , 22 )2( hyxR ++=  and )(xK  is the modified Bessel function of the second kind. The 

stress components are ready to be used in the distributed dislocation technique to form and analyse the 
cracked piezoelectric half-plane. It should be mentioned that, as expected, the behaviour of the integrals in 
stress component depicts that they have singularity in the vicinity of dislocation. 

3. MULTIPLE CRACKS PROBLEM 

The distributed dislocation technique was used by several investigators for the analysis of cracked bodies 
under mechanical loading, see e.g., Weertman [10]. We use the solution of dislocation in functionally 
graded piezoelectric half-plane for the analysis of half-plane with multiple cracks. Let N be the number of 
cracks in the medium. A crack configuration with respect to coordinate system x, y may be described in 
parametric form as 
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ii

          (18)

 

The moveable orthogonal coordinate system ),( tn  is chosen such that the origin may move on the crack 
while t-axis remains tangent to the crack surface. The anti-plane field traction on the surface of i-th crack in 
terms of field components in the Cartesian coordinates ),( yx becomes 

ixxziyyziinnz DDyxD θσθσσ sin],[cos],[),)(,( −=           (19) 

in which  

))()(()( 1 sstgs iii αβθ ′′= −               (20) 

Next, covering the crack surfaces by dislocations, the principle of superposition is invoked to obtain the 
tractions on a given crack surface. The crack is constructed by continuous distribution of dislocations. 
Therefore, the anti-plane field traction on the surface of i-th crack due to the presence of above-mentioned 
distribution of dislocations on all N cracks yields 
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By virtue of Bueckner’s principle (see, e.g., Hills et al., [11]), the left hand side of Eqs. 21 are stress 
components and the electric displacement at the presumed location of the cracks with negative sign, which 
implies impermeable crack boundary conditions. Since stress component and electric displacement (17) 
are Cauchy singular at the dislocation location, the system of integral Eqs. 21 for the density functions are 
Cauchy singular for ji =  as ts → . Employing the definition of density function, the equation for the crack 
opening displacement and electric potential across jth crack become 
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The closure requirement should be satisfied to ensure single-valued field out of each crack surfaces. Thus, 
closure requirements for kth crack read 

∫
−
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The stress fields near a crack tip have the singularity of r1 where r is the distance from a crack tip. 
Therefore, the dislocation densities are taken in the following forms: 
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The parameters )(tg jk  are obtained by solving the system of Eqs. 21, 23. The field intensity factors for 

impermeable cracks is reduced to [7] 
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For brevity, the details of the derivation of fields intensity factors are not given here. 

  

4. NUMERICAL RESULTS AND DISCUSSION 

In the following examples, the half-plane is made up of the PZT-4 piezoelectric ceramic of which material 
properties are given as follows: 

Vm

C

m

C
e

m

N
c 10

112152
10

44 106.64,7.12,1056.2 −×==×= ε  

The numerical results given in this section are obtained for a uniform loading 00 , DDyyz == σσ . The stress 

intensity is normalized by LK 00 σ=  and the electric intensity factor is normalized by 441500 cLeK D σ= . 

As a first example, the problem of a functionally graded piezoelectric half-plane under constant far field 
applied traction ),( 00 DDyyz == σσ  weakened by a straight crack rotating around its center is examined. 

The effect of crack orientation and FG constant is under consideration and Fig.2 shows the variation of 
dimensionless stress intensity factors versus the angle of rotation. It was found that for πθ ,0= , the 

stress intensity factors increase with increasing material inhomogeneous parameter. For FGP half-plane, 
using several values of FG constant, we observed that, the crack opening displacement at the crack tip with 
smaller shear modulus is higher than the other tip located in higher shear modulus region. The overall 
effects results in a higher stress intensity factor for the crack tip which is located in the stiffer zone. The 
minimal value of stress intensity factor occurs at 2πθ = . 

In the second example, we consider a crack parallel to the boundary of half-plane, inset in Fig.3 and 4. The 
crack location remain fixed while the crack lengths is changing. The variation of dimensionless fields 
intensity factors 0KK M  and 0KK D  are shown in Figs.3 and 4. As it was expected, larger cracks 

experience more sever field intensity factors. The trend of variation remains the same by changing the FG 
constant. 

In the last example, we consider a half-plane weakened by two embedded cracks with non-dimensionalized 
length. The crack on the left side is stationary while the crack on the right side rotates around its centre. We 

observe that the field intensity factor for tip 2L  and 2R  vanishes at
2
πθ = . Moreover, as it was seen, the 

variation of stress intensity for the stationary crack is much less significant than that of the rotating crack. 

5. CONCLUSION 

In the present paper, the closed form dislocation solution of functionally graded piezoelectric half-plane is 
achieved by the use of Fourier transform. The results for stress and electric displacement exhibit the well-
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known Cauchy-type singularity at the dislocation location. The dislocation solution is utilized to derive 
singular integral equations for the analysis of a functionally graded piezoelectric half-plane weakened by 
several cracks. To study the interaction between cracks, and also the effect of crack orientation field's 
intensity factors are obtained for four examples. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2 Variation of stress intensity factors for a rotating crack in a functionally graded half-plane. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Variation of stress intensity factors with Lh  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4 Variation of electric intensity factors with changing crack length. 
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Fig. 5 Variations of stress intensity factor for a stationary and a rotating crack. 
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Abstract: Adhesive joints are widely used in many industrial sectors since the numerous advantages over 
other traditional joints. However the mismatch of different materials may cause debonding of the joints. Since 
few studies are available for evaluating the bonded strength, this study will focuses on the solutions for 
the intensity of the singular stress for several typical adhesive joints, such as bonded plate and butt joint in 
plane stress state, bonded cylinder/pipe under axial-symmetric state. In this research, an effective numerical 
method combined with FEM results is used to obtain the SIFs at corner of adhesive joints in arbitrary material 
combinations. Here the simple bonded plate, which has already been solved accurately in our previous study, 
is used as the reference problem. We will discuss the effect of the adhesive thickness in a butt joint, and 
defined a new parameter for semi-infinite structure; and for the bonded joints in axial-symmetric, the non-
singular terms are derived so that the SIFs can be obtained, and it is found that the axial-symmetric problem 
are quite different since the SIFs cannot be dominated by the Dunders’ parameters. And at last, the SIFs for 
several problems are discussed and compared with each other. 

Keywords: Adhesion, Stress Intensity Factor, Fracture Mechanics, Interface, Finite Element Method 

1 INTRODUCTION  

The adhesive joints have been widely used in automobile, space and aviation engineering recent years since 
it has number of advantages over the traditional joints, such as no welding residual stress, lightweight, lower 
costs and easy to process. There are all kinds of adhesive joints in different application area, such as pipe 
joint (Fig. 1(f)) in couplings, and butt joint (Fig. 1(b)) in microelectronic packaging. Among these adhesive 
joints, the most fundamental one is a bonded strip composed by two different materials (Fig. 1(a)).  

 
Fig. 1 Several bonded structures having singularity at interface corner in the form 1
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It is known that different material properties cause singular stress at the end of interface which leads to the 
failure of these structures. All these problems need to consider the intensity of singular stress.  

So far, many studies have been done for these kinds of bonded structures. The fundamental   problem of 
bonded plate in Fig. 1(a) with the expression of intensity of singular stress as Eq.(1) has the has been 
analysed by Chen-Nisitani[1] and Noda et.al[2]. Fig.2 shows the stress intensity factor of this problem. 
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Fig. 2 Fσ for a boned strip in Fig. 2(a) 

 
Also many researchers studied the adhesive thickness effect on the adhesive join shown in Fig. 1(b) [3,4,5]; 
and this kind of adhesive specimen was also studied under bending tests [6]. In Ref. [7], the effect of adhesive 
thickness was considered with varying material properties for a bonded cylinder specimen. Zhang and Noda 
et.al [8] have analysed the effect of adhesive thickness for the butt joint under tension by investigating all 
material combinations systematically. And in reference [9], it’s found that the critical values of the stress 
intensity factors are almost constant (see Fig.3) 

  
Fig. 3 Relationship between Kσc and h 

 
This study will mainly focus on the corner stress intensity factors (SIFs) for several typical adhesive joints as 
shown in Fig. 1, and aims to give the solutions of SIFs for the future study and application in engineering. In 
this research, an effective numerical method combined with FEM results is used to obtain the SIFs at corner 

10
-2

10
-1

10
0

10
1

0

0.5

1

1.5

Adhesive thickness h[mm]

K
σc

 [M
P

am
0.

31
5 ]

 

 

Experimental results
Average value for h=constant

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

α

β=-0.4 

β=-0.3 

β=-0.2 

β=-0.1 

H 

β=0 β=0.2 β=-0.2 
β=0.1 

β=0.3 

β=0.4 

β=0.2 

β=-0.1 
β=0 

β=0.1 

 
PLTFσ

 E2, v2 

E1, v1 

( )
0.3151.04 0.0643 MPa mc averageKσ  = ±  

h 

W 

W 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

34 

 

of adhesive joints in arbitrary material combinations.  

2. ANALYSIS ON BUTT JOINT 

This section deals with a butt joint as shown in Fig. 1(b), (c). Then, the effect of adhesive thickness on the 
corner stress intensity factor is discussed. This analytical study focuses on the FEM stress at the first node 
of interface considering together with the exact solution in Fig. 2 by applying the same mesh division [8, 10]. 
For the adhesive joint in a bonded finite plate as shown in Fig.1 (b), the dimensionless stress intensity factor
Fσ  defined in Equation (2) is suitable because Fσ has the same value if the adhesive thickness h W≥  [2]. 

1/F K W λ
σ σ σ −=                                                                                                                                           (2) 

Here, σ  denotes the remote tensile stress. On the other hand, if the adhesive thickness h is much smaller 
than the adhesive width W ( / 0h W → ), the results correspond to the solution for bonded semi-infinite plate in 

Fig. 1 (c). In this case, the dimensionless stress intensity factor *Fσ  defined in Equation (3) is suitable 

because *Fσ  has the same value if h  is small enough.  

* 1/F K h λ
σ σ σ −=                                                                                                                                           (3) 

Fig.4 (a) shows an example of the relation between the adhesive thickness h  and the corner stress intensity 
factor. It is seen that *Fσ  becomes constant when adhesive layer is thin enough. In other words, it is found 

that the adhesive butt joint in Fig.1 (b) can be regarded as the bonded semi-infinite plate in Fig.1 (c) when 
the ratio / 0.005h W ≤ . The solution of bonded semi-infinite plate is obtained as shown in Fig.4 (a).  Fig. 4 (b) 
shows the dimensionless stress intensity factor Fσ* in Fig.1 (c) under arbitrary material combination. 

 

Fig. 4(a) Fσ* vs. adhesive thickness in Fig. 1 (b)         Fig. 4(b) Fσ* with varying material combination 
 

3. ANALYSIS ON BONDED CYLINDER AND BONDED PIPE 

Here, two extreme solutions are discussed; one is a bonded pipe with W/Ri→0 in Fig. 1(e), the other is a 
bonded cylinder equivalent to Fig. 1(d) when W/Ri→∞. If these two extreme solutions are available under 
arbitrary material combinations, the authors think general solutions may be conjectured without difficulty. 

The singular stresses of the unknown problem in Fig. 1(d) and (e) include the non-singular term AXIL

j
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rz
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and can be expressed as: 
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λ λσ σ θ τ τ− −= + = = +% %                                                                              (4) 

In our previous paper, the corner stress intensity factor for the bonded strip was analysed accurately, and 
based on this result, the stress intensity shown in Eq. (4) can be obtained by using the zero element method.   
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For plane strain problems, the Dunder’s parameter α and β can fully control the intensity of singular stress 
near the end of interface, however, since the bonded pipe and cylinder are axi-symmetric, the corner stress 
intensity factors cannot be totally dominated by these parameters. Fig.5 indicates an example of the results 
when (α, β) = (0.8, 0.3). As shown in Fig.5, the range of SIFs is considered when α and β are fixed. 

 

Fig. 5 Stress ratio and material combination varies when (α, β) = (0.8, 0.3) 

 

Although under fixed (α, β) the corner stress intensity factor varies slightly, the maximum value can be used 
in the design of bonded structures. Therefore in this study the maximum value of the SIF ratio is considered. 
Fig. 6, and 7 show the results of bonded pipe and bonded cylinder respectively, each curve represents the 
result of fixed β in the α space. 

As shown in the figures, the two problems have similar distributions although the variation of bonded cylinder 
is larger than that of bonded pipe. And notably, when compared with the result of bonded plate in Fig.2, they 
all have the similar tendency and distributions, such as the larger value always accompany with large absolute 
value of β, and all values tend to convergence at approximately 1. 

4. CONCLUSIONS 

1. For the butt joint, the dimensionless intensity of singular stress *Fσ , which is controlled by adhesive 

thickness h, tends to be a constant with decreasing adhesive thickness when the ratio / 0.005h W ≤ . The 
adhesive butt joint can be regarded in a bonded semi-infinite plate if the adhesive layer is thin enough. 
For a certain value β, it is found that *Fσ  decreases with increasing of α. The material combinations with 

large α should be used to enhance the interface strength. 

2. From the results in Fig.6 and 7, it is found that the maximum value happens when β is 0.4 or -0.4 and  α  
is close to 0.6 or -0.6. And both figure are symmetric, since in the  α-β space  switching material 1 and 2 
(mat. 1↔mat. 2) will only reverse the sings of α and β ((α, β)↔(-α, -β)). 

3. Although the results of axis symmetric problems is different from the one of boned plate and cannot be 
controlled by the Dunder’s parameter α and β, they all have similar tendency and distribution. 
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Fig. 6 Maximum value of KσPIPE/ KσPLT under fixed β when Ri→∞ 

 

 

Fig. 7 Maximum value of KσCYL/KσPLT under fixed β 
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Abstract: Composite rolls are widely used in hot rolling mill because of the excellent hardness, wear 
resistance and high temperature properties. During hot rolling process, composite rolls are subjected to 
heating-cooling thermal cycles from the hot strip contact and water cooling. The thermal stress is added to 
already existing residual stress. The thermal fatigue cracking appears at roll surface, and the fracture is 
possible happen in roll centre when the tensile stress exceeds the centre strength. Therefore, residual stress 
plays an important role in composite roll. In this paper, FEM (finite element method) simulation is performed 
to investigate the generation mechanism of the residual stress during quenching process. It should be noted 
that a large number of experimental data of the core and shell materials are utilized for the wide range of 
temperature considering the quenching process. The results verify that initially the tensile stress appears on 
the roll surface but finally the compressive stress occurs.  

Keywords: Composite roll; Residual stress; Quenching; FEM. 

1 INTRODUCTION  

Composite roll is composed of high speed steel as shell material, and ductile iron as core material, as shown 
in Fig.1. This composite roll is characterized of excellent hardness, wear resistance and high-temperature 
property on the surface, as well as high strength, high toughness in the centre [1]. In addition, composite roll 
meets the requirements of better product quality, higher productivity and lower production cost for hot steel 
rolling industry. However, it’s difficult for conventional single material roll to meet these several requirements 
at the same time. In this way, the composite roll is widely used for hot strip rolling mill. The residual stresses 
are always introduced into the composite roll affected by temperature gradient and phase transformation 
during the heat treatment process. During hot rolling process, thermal stresses are caused by cyclic 
temperature variation due to hot strip contact and water cooling [2]. As a result, the produced thermal 
stresses add already existing residual stresses at the roll, resulting in thermal fatigue cracking on roll surface 
and fracture in roll centre. Hence, residual stress plays an important role in composite rolls services life.  

 

 

Fig. 1 A schematic diagram of the composite roll (unit: mm) 

In previous studies, the residual stress has been evaluated experimentally with a large amount of cost 
because non-destructive measurement is not possible for large-scale rolls [3]. Meanwhile, a large number of 
material property data are necessary to calculate the residual stress for composite rolls, which are often 
difficult to be obtained since the wide ranges of temperature during quenching process. In the past decades, 
few studies were available for residual stress of composite roll during quenching process. Therefore, the 
investigation and understanding of stress during heat treatment process is important to improve the quality 
and reliability for the composite roll. In this study, the numerical simulation using finite element method 
(FEM) software MSC.Marc2012 is applied to reveal the residual stress during quenching process.  
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2 GENERATION MECHANISM OF RESIDUAL STRESS FOR SINGLE MATERIAL ROLL 

In the first place, by taking an example of single material roll, the residual stress generation mechanism will 
be considered. Fig.2 shows the simplified single material roll considered in this study. An axisymmetric FEM 
model is performed, ignoring the phase transformation.  

It is known that the axial residual stress σz is the most important stress causing roll fracture and spalling 
during the manufacturing and using process. Therefore, the σz residual stress distributions are mainly 
discussed in this paper. Fig.3 shows the residual stresses σz distribution after quenching process. As shown 
in Fig.3, the compressive stresses appear on the surface, while the tensile stresses appear in the centre. It is 
seen that σz ranges between -115MPa and 101MPa. Both the maximum compressive stress and maximum 
tensile stress at the central cross section where z=0.  

          

 Fig. 2 Model of the single material roll (unit: mm)      Fig. 3 σz of the single material roll after quenching 
 

Fig.4 shows the variation of temperature, residual stress and Young’s modulus for the single material roll 
during quenching process. As is shown in Fig.4, the solid lines represent roll surface and the dotted lines 
represent roll centre, respectively. Fig.4 (a) shows the temperature history during quenching process. It 
should be noted that these smooth temperature variation curves are different from the real temperature 
variation of quenching process, which are simply used to simulate the cooling trend of roll during quenching 
process. Fig.4 (b) shows the σz obtained by the simulation and Fig.4 (c) demonstrates the variations of 
Young’s modulus with the time.  

 

 

          

 

 

 

 

 

 

  (a) Temperature                             (b) σz residual stress 

 

 

 

 

 

 

 

 

 

 

       (c) Young’s modulus 

    Fig. 4 Residual stress generation mechanism of single material roll 
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The quenching process can be divided into Region I, Region II and Region� based on the material state 
(plastic, elastic-plastic and elastic). Furthermore, these three regions can be separated five regions named 
as �-� , which are based on the deformation state and stress state (tensile or compressive). The generation 
mechanism of residual stress of single material roll during quenching process can be summarized as 
following. 

In Region�, at the beginning of the cooling, the surface temperature drops faster than the centre 
temperature, leading to the temperature gradient. Afterwards, the roll surface is stretched in the axial 
direction and result in tensile stress due to the rapid cooling. In order to balance the stresses in the roll 
interior, the compressive stress is produced in roll centre. With the increase the temperature gradient, the 
tensile stress on roll surface and the compressive stress in roll centre increase as well continuously. 

In Region�, due to the continuous cooling, the roll surface turns to be elastic with the increase of Young’s 
modulus, at the same time, the roll centre is still plastic under the high temperature environments. In this 
period, the thermal contraction in the centre is restricted because of elastic state on roll surface, resulting in 
the thermal contraction rate in the centre slowing down. However, the thermal contraction rate in the centre 
is faster than the rate on the surface, causing the thermal strain differences to decrease. Finally, both 
surface and centre stresses reach peak values. 

In Region �, the thermal contraction rate in roll centre is higher than the rate on roll surface, which cause 
both surface and centre stresses to decrease, owning to the decrease of thermal contraction difference is 
shown in the �. As the cooling continues, the surface thermal contraction is approximately equal to the 
centre thermal contraction, then the stresses state are interchanged from tension to compression and from 
compression to tension is shown in �. According to region � and ○5  in Fig. 4(a), the temperature changes 
in roll centre is larger than the one on roll surface because the temperature in the centre is higher. Therefore, 
the centre contraction is larger than the surface thermal contraction, resulting in the tensile stress in roll 
centre increases and compressive stress increases on roll surface. As is shown in Fig.4(c), since Young’s 
modulus increases in in region  and Ⅲ ○5 ,the compressive stresses on roll surface increases and tensile 
stress in roll centre increases at the same time. Eventually, compressive stresses are obtained on the 
surface and tensile stresses are left in the centre. 

3 QUENCHING ANALYSIS OF COMPOSITE ROLL 

The composite rolls are manufactured by centrifugal casting method, using high speed steel as outer layer 
and the ductile iron as inner layer and roll neck, as is shown in Fig.1. The chemical compositions of high 
speed steel and ductile iron are presented in Table 1, and the material properties at room temperature are 
given in Table 2. 

Table 1 Chemical compositions of high speed steel and ductile iron for composite roll, wt %‐  

 C Si Mn Ni Cr Mo Co V W Mg P S 

HSS 1-3 <2 <1.5 <5 2‐7 <10 <10 3‐10 <20 <10   

DCI 2.5-4 1.5-3.1  0.4‐5 0.01-1.5 0.1-1    0.02-0.08 <0.1 <0.1 

 

Table 2 Mechanical property for shell and core at room temperature 

Property Shell Core 

Yield stress /MPa 1282 415 

Young’s modulus /GPa 233 173 

Poisson’s ratio 0.3 0.3 

Density /kg･m-3 7.6 7.3 

Thermal expansion coefficient /K-1 12.6×10-6 13.0×10-6 

Thermal conductivity /W(m･K)-1 20.2 23.4 

Specific heat /J(kg･K)-1 0.46 0.46 
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The heat treatment process of composite roll is given in Fig.5, which includes heating, quenching and 
tempering. In Fig.5, the whole roll is heated to a uniform temperature of TStart and kept at TStart for some hours, 
then dropped rapidly to TKeep1. Afterwards, the roll is maintained at TKeep1 for several hours, which helps to 
decrease excessive thermal stresses caused by rapid cooling of surface temperature. After maintained 
treatment at TKeep1, the roll is transferred into furnace and cooled until temperature drops to TFinish. In this 
study, only the quenching process is investigated and the tempering process will be studied in the future. To 
analyse composite roll, the half model is applied to as is shown in Fig.6. 

 

Fig.5 Heat treatment processes for composite roll            Fig.6 FEM model of composite roll 

4 RESULTS AND DISCUSSION OF COMPOSITE ROLL  

Fig.7 shows the stress history of composite roll during quenching process. In RegionⅠ, the roll is cooled 
from the uniform temperature TStart , in the meantime the surface tensile stress increases continuously 
because of rapid cooling on the roll surface. In RegionⅡ, in respect of temperature of TEP, roll surface 
changes into elastic-plastic from plastic while roll centre is still in elastic. Meanwhile, stress on roll surface 
moves from tension to compression. After that, thermal contraction in roll centre becomes larger than the 
one on the surface, resulting in the decrease of compressive stress in the centre. Accordingly, tensile stress 
on surface has a peak value then reverses to compression. As cooling continues to the temperature TPearlite, 
pearlite transformation starts from the place that near the interface and expands to the centre. Due to the 
pearlite transformation, the compressive stress in the centre is reversed to tensile stress rapidly, and jumped 
back to compressive stress after reaching the peak. 

In Region Ⅲ, owing to the high temperature in the roll centre, the roll centre is further contracted, which 
leads to stresses state interchanged from tension to compression on roll surface and from compression to 
tension in roll centre. Until cooling to the TKeep1, both surface and centre stresses increase continuously. 
When keeping at TKeep1, the thermal contraction difference decreases due to the temperature gradient 
decreasing, contributing to the decrease of stress both surface and centre. At the temperature of TBainite, 
bainite transformation occurs on surface, causing volumetric expansion, and surface compressive stress 
increases as followed. To balance the surface compressive stresses in the roll interior, the centre tensile 
stress also increases. After the bainite phase transformation, the centre thermal contraction becomes larger 
than surface thermal contraction and the Young’s modulus increases with decreasing of temperature. 
Eventually, both surface and centre residual stresses increase continuously. 

 

 

 

 

 

 

 

 

 

      

  Fig. 7 Residual stress σz of composite roll during quenching process 
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Fig. 8 Distribution of σz of composite roll after quenching process  Fig. 9 Distribution of σz,σθ and σr at 

the central cross section 

Fig.8 shows the distribution of σz after quenching process. According to the result, the compressive stresses 
appear on roll surface and the tensile stresses appear in roll centre, which is similar to the single material 
rolls. It can be found that the residual stresses are much large than the ones of single material roll. Fig.9 
shows the distribution of σz, σθ and σr at central cross section where z=0. It can be seen that σz range from 
-510MPa to 368MPa, σθ range from -446MPa to 102MPa, σr range from 5MPa to 102MPa. This residual 
stress distribution is similar to the results of alloy roll published by Y. Sano, T. Hattori and M. Haga [4]. 
However, the maximum tensile stress 368MPa in roll centre is still larger than the previous result and the 
maximum compressive stress 510MPa on roll surface tends to be larger as well. Differences in previous 
discussions are mainly resulted from the effect of tempering and the difference of core material. 

5 CONCLUSIONS 

In this paper, for composite rolls using for hot steel rolling mill, the residual stress distribution during 
quenching process has been investigated by FEM. The generation mechanisms of residual stress for 
single material roll and composite roll have been discussed. The results of current study can be 
summarized as follows. 

(1) Prediction of residual stress of composite roll during quenching is realized by FEM with low cost, high 
accuracy and efficiency compared to experimental measurement. The compressive stress appears at the 
shell while the tensile stress appears at the core. 

(2)The generation mechanism of residual stress during quenching process has been discussed and 
summarized, which is beneficial for understanding and controlling the residual stress.   

  Considering the effects of subsequent tempering and the difference of inner material, the simulation result 
of residual stress are large than the result of alloy roll published in previous. Therefore, the effect of 
terming process should be discussed and investigated in the future studies. 
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Abstract: The high strength bolts and nuts are widely used in various fields. In this study the effect of slight 

pitch difference is considered when the nut pitch is α µm larger than the bolt pitch. In the first place, the 

fatigue experiment is conducted with varying pitch difference. The results show that the fatigue life is 

extended to about 1.5 times by introducing the suitable pitch difference under the high stress amplitude. 

Next, the detail observation is performed on the fractured specimens including the fractured positions and 

the crack configurations. It is found that the fractured positions and the crack distributions vary depending on 

the pitch difference. Finally, to clarify the improvement mechanism of the fatigue strength, the finite element 

method is applied to calculate the stress amplitude and mean stress at each bolt threads, and the 

incomplete threads at the nut ends are also considered to obtain the accurate analytical results.  

Keywords: Bolt-Nut connections, Pitch Difference, Fatigue Life, Finite Element Analysis 

1 INTRODUCTION  

Bolt-nut connections are commonly used in engineering structures due to the advantages they offer, such as 

the ability of clamping, and the ease of disassembly for maintenance or repair. However, fatigue failure 

problems of bolt are always of concern. High stress concentration factors always occur at the root of bolt 

thread and it is not easy to improve the fatigue strength of screws. Most previous studies are focusing on the 

anti-loosening performance for newly developed bolt and nut [1-3]. 

The effect of the thread shape on the fatigue life of bolt has been investigated [4-6]. A previous study 

indicated that the fatigue strength may be improved depending on the pitch error [7]. Our previous 

experiment clarified that the fatigue life is improved by introducing suitable pitch difference under a certain 

level of stress amplitude [8]. 

As further work, in the present study, two types of specimens will be investigated systematically, including 

the standard bolt-nut connections and the connections having a slight pitch difference α. Figure 1 shows the 

schematic diagram of bolt and nut connection. First, the fatigue experiment will be carried out for the two 
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types of specimens with varying stress amplitude systematically. Afterwards, the fractured specimens will be 

investigated. Finally, to clarify the improvement mechanism of the fatigue strength, the finite element 

analysis will be applied to calculate the stress amplitude and mean stress at each bolt threads. In order to 

obtain the accurate analytical results, the longitudinal section of nut specimen was investigated as shown in 

Fig. 2. It’s noticeable the incomplete end threads may have an effect on the contact status between bolt and 

nut, therefore, we will pay attention to the incomplete threads of nut in the FE analysis. 

        

Fig. 1 Schematic diagram of bolt-nut connection          Fig. 2 Incomplete threads at nut ends 

2 EXPERIMENTAL SET-UP 

2.1 Materials 

In this study, the Japanese Industrial Standard (JIS) M16 bolts and nuts are employed. The strength grade of 

bolt and nut is 8.8 and 8, respectively. Table 1 presents the material property of bolt and nut. The standard 

M16 bolt and nut have the same pitch dimension as 2000 µm. Herein, the nut pitch is assumed to be 

(2000+α) µm, and α is named as pitch difference. Motivated by the results of previous study, two types of 

pitch differences, i.e. α=0 (standard bolt nut connection) and α=αm are considered in this study. The 

clearance between bolt and nut has a standard dimension as 125 µm as shown in Fig. 1. 

Table 1 Material Property of Bolt and Nut 

 
Young’s modulus 

(GPa) 

Poison’s 

ratio 

Yield strength 

(MPa) 

Tensile strength 

(MPa) 

SCM435 ( Bolt) 206 0.3 800 1200 

S45C ( Nut) 206 0.3 530 980 

2.2 Fatigue tests 

The fatigue experiment is conducted by using 392 kN Servo Fatigue Testing Machine. A series cyclic loading 

were applied to the specimens. Table 2 summarizes the experimental loading conditions and the 

corresponding stress with considering the bottom cross sectional area of bolt as AR=141 mm2. The cycling 

frequency of the loadings is 8 Hz.  

2.3 Experimental Results 

Figure 3 shows the fractured specimens which underwent a stress amplitude of σa=100 MPa. For the 
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standard bolt-nut connection, it is confirmed that the fracture always occurs at the bottom of thread No.1. For 

the specimens of α=αm, the fracture takes place nearby No.1 thread, and the fracture surface shows 

noticeably different characteristics.   

  Table 2 Experimental loading conditions 

Load (kN) Stress (MPa) 

Mean load Load amplitude Mean stress Stress amplitude 

30 22.6 213 160 

30 18.3 213 130 

30 14.1 213 100 

30 11.3 213 80 

30 8.5 213 60 

30 7.1 213 50 

 

                         
                 (a) α=0, σa=100MPa                          (b) α=αm, σa=100MPa 

                           Fig. 3 Fractured specimens 

The S-N curves with fatigue limit at N=2×106 stress cycles are obtained as depicted in Fig.4. It is found that 

the pitch differences effects the fatigue life significantly. When the stress amplitude is above 80 MPa, the 

fatigue life for α=αm is about 1.5 times of the standard bolt-nut connections (α=0). However, near the fatigue 

limit, the fatigue lives of the two types of specimens are similar, and the fatigue limits remain at the same 

value of 60 MPa.  

            

                                Fig. 4 S-N curves 
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3 CRACK OBSERVATION 

Figure 5 and Figure 6 show the observed trajectory of cracks along the longitudinal cross section of the 

specimens at the fatigue stress amplitudes σa=60 MPa and 100 MPa. For the standard bolt-nut connections, 

it can be seen that the initial crack may occur at thread No.2, and final fracture happens at No.1 thread. For 

α=αm, the initial crack may start at No.5 thread or No.6 thread, extending toward thread No.1 and finally 

fracture happen nearby thread No.1. From the S-N curves and the observations of crack trajectories, we can 

conclude that the fatigue life of the bolt-nut connections may be extended by introducing a pitch difference 

because the changes in crack propagation trajectory may take place.  

         

               (a) α=0                                               (b) α=αm 

Fig. 5 Crack configuration observed from the surface and 

at the longitudinal section of the bolt when σa=60MPa 

              

  (a) α=0                                             (b) α=αm 

Fig. 6 Crack configuration observed from the surface and 

at the longitudinal section of the bolt when σa=100MPa 

4 FINITE ELEMENT ANALYSIS 

To analyse the stress at the bolt threads, the axisymmetric model of the bolt-nut connection is created by 

using FEM code MSC.Marc/Mentat 2012. The elastic-plastic FE analysis is performed. The multifrontal 

sparse solver is used. Friction coefficient of 0.3 is entered in contact table and Coulomb friction is used. 
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Considering the incomplete threads of nut shown in Fig. 2, here, the complete thread model and the 

incomplete thread model are created as shown in Fig. 7. In accordance with the experimental specimens, 

two types of pitch differences, i.e. α=0 and α=αm are analysed by using both the complete thread model and 

incomplete thread model. At the roots of bolt threads a very fine mesh with a minimum size of 0.01mm is 

used. The clamped plate is fixed in the horizontal direction and the bolt head is subjected to cyclic load F. 

For each bolt thread from No.-2 thread to No.8 thread, the maximum stress amplitude and the mean stress 

are investigated at the point where the maximum stress amplitude appears. According to these stress 

components, the endurance limit diagrams are obtained to evaluate the relative danger level of the bolt 

threads. Figure 8 shows the endurance limit diagrams analysed by using the complete thread model when 

the load F=30±14.1kN. In the endurance limit diagram, the Soderberg line is plotted. It should be noted that 

because of the stress gradient, the maximum stress amplitude for fracture of notched specimens is always 

larger than that of the plain specimens. Therefore, the stress data plotted beyond the Soderberg line does 

not represent the real fracture at the bolt thread.  

For α=0, Fig. 8 (a) indicates that thread No.1 has the highest stress amplitude. On the other hand, for α=αm, 

Fig. 8 (b) shows that No.7 and No.8 thread become more dangerous. However, these analytical results do 

not correspond to the crack observation results very well, because the crack may initiate at No.2 thread for 

α=0, and large crack occurs at No.5 thread for α=αm when σa=100 MPa as illustrated in section 3.  

Figure 9 shows the endurance limit diagrams analysed by using the incomplete thread model. For α=0, 

thread No.2 becomes the most dangerous thread in accordance with the observed crack. For α=αm, the 

stress amplitude at No.6 thread increases while that at No.7 thread decreases, and these results become 

more closer to the crack configuration in Fig.6 (b) where the large crack occurs at No.5 thread. 

 

   

(a) Complete thread model                          (b) Incomplete thread model 

Fig. 7 Axi-symmetric finite element model of bolt-nut connection  
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              (a) α=0                                      (b)  α=αm 

Fig. 8 Endurance limit diagram, σa=100MPa (Complete thread model) 

             

(a) α=0                                          (b) α=αm 

Fig. 9 Endurance limit diagram, σa=100MPa (Complete thread model vs Incomplete thread model) 

5 CONCLUSIONS 

A slight pitch difference α is considered between the M16 bolt-nut connections. The fatigue experiment has 

been conducted for two types of pitch difference, i.e. α=0 and α=αm. The stress amplitude and mean stress 

at each bolt threads have been numerically analysed using the finite element method with considering the 

incomplete threads of nut. The conclusions can be summarized as follows:  

(1) For α=0, the incomplete thread model explains that the crack initiates at No.2 thread as shown in Fig. 9 

(a). 

(2) For α=αm, the incomplete thread model explains the crack initiates at No.5 or No.6 threads as shown in 

Fig. 9 (b). 
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Abstract: In this study, fatigue tests were conducted on aluminium alloy 7075-T6 to study fatigue crack 
growth and crack closure behaviour of the material. The experiments included the determination of the 
crack-opening levels Kop as a function of ∆K, the rate of fatigue crack growth da/dN as a function of ∆Keff, 
where ∆Keff (=Kmax-Kop) is the effective stress intensity factor range. In addition, a change in the value of Kop 
due to the specimen-surface removal and a crack front shape were also investigated. It was concluded that 
the aluminium alloy 7075-T6 exhibits plasticity-induced fatigue crack closure. Moreover, the specimen 
thickness effect on the crack closure behaviour was also investigated. It was concluded that the crack-
opening levels decreased with increasing the specimen thickness. The crack growth rates and crack 
opening behaviour were in good agreement with similar results in the literature. 

Keywords: Fatigue crack; Crack propagation; Crack closure; Specimen thickness, Aluminium alloy 

1 INTRODUCTION  

Crack closure has been accepted as a phenomenon in fatigue crack propagation. Especially the changes of 
crack opening levels have a significant effect on crack growth rates. Therefore it is necessary to evaluate 
the crack opening values exactly to predict the fatigue life. In many materials, crack closure can occur while 
the force is above the minimum force in the cycle even when the minimum force is tensile. After reloading 
from the minimum force, some increment of tensile loading must be applied before the crack is fully open. 

In the 1970s, Elber [1, 2] introduced the important topic of fatigue crack closure into the literature and 
showed by means of experiments with the aluminum alloy 2024-T3 (yield strength [YS] = 350 MPa) that at 
a given R value, the crack-opening level increased with ∆K. Similar results have been obtained with other 
low- and medium-strength aluminum alloys. This type of crack closure is referred to as plasticity-induced 
fatigue crack closure (PIFCC), and Elber proposed that PIFCC was caused by the residual stretch of 
material present in the wake of the crack tip. Soon after Elber’s initial studies, other forms of crack closure 
were found, including a type of material-related crack closure now known as roughness-induced fatigue 
crack closure (RIFCC). In this type of crack closure, the crack-opening level in the macro crack range is 
constant and independent of the ∆K level, in contrast to PIFCC. Schivje in his review article on crack 
closure [3] pointed out that the crack-opening level at the surface of a plane specimen, the plane-stress 
region, is higher than in the interior plane-strain region. 

Newman et al. [4] found that the aluminum alloy 7075-T6 showed PIFCC behavior. Figure 1(a) shows the 
relations of ∆K, ∆Keff and da/dN for Newman’s results [4]. Based on Fig. 1(a), the Kop level can be derived 
as shown in Fig. 1(b). As can be seen from the figure, the crack-opening level increases with ∆K. This 
experimental result indicates that PIFCC controls the crack closure behavior in this material. 

Matos et al. [5] investigated the influence of specimen thickness on closure behavior by using the aluminum 
alloy 6082-T6. They showed that the crack-opening levels Kop for the thick specimens are lower than those 
for the thin specimens. 

Purpose of this study is to investigate the thickness effect on crack closure behavior of the aluminum alloy 
7075-T6. Surface removal test and crack front observation are conducted for further consideration. 
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2 MATERIAL, SPECIMEN AND EXPERIMENTAL PROCEDURES  

The material tested was the aluminum alloy 7075-T6. Its chemical compositions and mechanical properties 
are listed in Tables 1 and 2, respectively.  

ASTM-type compact specimens [6] were used for the crack growth studies. Figure 2 shows the geometric 
shape of the specimen. The specimens with W equal to 57.2 mm was used in the tests. The fatigue crack 
growth (FCG) tests were carried out in a servo controlled hydraulic test system under load control condition 
in laboratory air at room temperature under stress ratio of R = 0.1. The test frequency was 15 Hz. Crack 
lengths were measured using the replication technique. The elastic compliance method was used for a 
determination of the crack-opening level. In the current study, the elastic compliance method using the 
subtracted strain was used to improve the sensitivity and precision of the determination of the crack-
opening load. 

In the surface-removal experiments, a fatigue crack was propagated under a constant stress-intensity factor 
range ∆K. After reaching the steady-state level of fatigue crack closure, the specimen was taken from the 
fatigue testing machine, and then specimen surfaces were removed by 0.5 mm each using an electric 
discharge machine. After surface removal, the fatigue crack propagation test was resumed and the Kop 
level was determined anew.  
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Fig. 1 Newman’s results [4] for: da/dN vs. ∆K, ∆Keff relations; (b) Kop vs. ∆K relation. 

 
Table 1 Chemical compositions of the material used (wt %) 

Si Fe Cu Mn Mg Cr Zn Ti Al 

0.4 0.5 1.6 0.3 2.5 0.24 5.5 0.2 Bal. 

 

Table 2 Mechanical properties of the material used 

Yield 

strength 

Tensile 

strength 

Young’s 

modulus 
Elongation 

510 MPa 577 MPa 70 GPa 12% 
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Fig. 2 Geometric shape of the specimen. 

3 EXPERIMENTAL RESULTS AND DISCUSSION  

3.1  Fatigue Crack Propagation and Crack Closure 
Figure 3 shows the comparison between present results and Newman’s results for ∆K and da/dN relation. 
Right side figure is an extended figure of the left one. Newman’s specimen thickness is 5.7 mm, and our 
specimen thicknesses are 6.0 mm and 11.0 mm. As you can see, the present results are in good 
agreement with Newman’s results. Moreover, the thickness effect in ∆K and da/dN relation is little. 
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Fig. 3 Comparison between present results and Newman’s results for ∆K and da/dN relation. 
 

Figure 4 shows the comparison between present results and Newman’s results for ∆K and Kop relation. 
Right side figure is an extended figure of the left one. As can be seen from the figure, the crack-opening 
level increases with ∆K in accord with Newman’s findings, which confirms that PIFCC is dominant in these 
tests (t = 6 mm and 11 mm). From the right-side figure of Fig.4, the value of Kop decreases with an increase 
in the specimen thickness at the constant ∆K condition.  
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Fig. 4 Comparison between present results and Newman’s results for ∆K and Kop relation. 
 

Figure 5 shows the relation between specimen thickness t and Pop/ Pmax at the constant ∆K level of 12 
MPam1/2, where Pop is the load at the crack-opening level and Pmax is the maximum load, respectively. In 
this figure, Matos’s results for the aluminium alloy 6082-T6 are also included for a comparison purpose. 

As can be seen from the figure, the crack-opening level Pop/ Pmax (=Kop/ Kmax ) decreases with increasing 
the specimen thickness (t = 6 mm to 11 mm). This present result is common with Matos’s one. 

Figure 6 show the comparison between the present results and Newman’s results for ∆Keff and da/dN 
relation. As you can see, the present results (t = 6.0 mm) are in good agreement with Newman’s results (t = 
5.7 mm). It seems that the fatigue crack growth da/dN decreases with increasing the specimen thickness. 
However, our previous studies with A6061 and JIS S25C [7] and Matos with A6082-T6 [5] showed that the 
relation of da/dN and ∆Keff does not depend on specimen thickness. So, further study is needed to clarify 
and to confirm on this point for the present material A7075-T6. FCG tests using specimens with 1 mm and 
21 mm thicknesses are preparing for the above purpose, and the results will be reported soon.  
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Fig. 5 Comparison between present results and Matos’s results for t and Pop/ Pmax relation. 
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Fig. 6 Comparison between present results and Newman’s results for ∆Keff and da/dN relation. 

 

3.2 Effect of Surface Removal 
In this experiment a fatigue crack was grown in a specimen thickness of 6 mm at a ∆K level of 8.0 MPam1/2. 
The specimen was then removed from the testing machine, and 0.5 mm was removed from each specimen 
surface by electro discharge machining. Then both surfaces were electro polishing.  After the surface 
removal, the crack was advanced further by cyclic loading and crack closure levels were determined. 
Figure 7 shows how the crack-opening level, Kop, varied with crack length, both before and after surface 
removal. 
This result showed a marked effect of surface removal on the crack-opening level of A7075-T6, with the 
crack closure level at the surface being 1.0 MPam1/2 higher than that in the interior. Because A7075-T6 with 
the specimen thicknesses, 6 mm and 11 mm exhibits PIFCC as shown in Fig. 4, the plane-stress plastic 
zone at the specimen surface is an important factor in PIFCC [7]. Surface removal test helps understanding 
of that the crack-opening level Kop decreases with increasing of the specimen thickness. 
Specimen thickness has an effect on the ratio of surface region and interior. In other word, degree of the 
surface region effect decreases with increasing the specimen thickness. It is interesting to investigate 
which patterns (PIFCC or RIFCC) occurs for the case of the thick specimen 21 mm of the present 
A7075-T6.  

3.3 Shape of the Crack Front 
For identifying the crack front in the specimen interior, the following procedure was used. At first, the cracks 
were grown in a specimen thickness of 6 mm at constant ∆K level of 9.0 MPam1/2. Then, the specimen was 
dipped in penetrating dye. After that, the cracks were again grown at constant ∆K level until the failure of 
the specimen. Figure 8 is a macroscopic view of the fracture surface of the specimen, where the shape of 
the crack front is indicated in red. It can be observed that because of a higher degree of PIFCC in the 
aluminum alloy A7075-T6 with a thickness of 6mm, the crack length at the surface is less than in the interior. 

4 CONCLUSIONS 

In this study, fatigue tests were conducted on aluminium alloy 7075-T6 to study the effect of the specimen 
thickness on the fatigue crack growth and crack closure behaviour of the material. The following 
conclusions are reached; 

(1) The crack-opening level Kop for the specimens with 6 and 11 mm thicknesses increases linearly with 
the stress intensity factor range, ∆K. This result indicates that A7075-T6 with the specimen 
thicknesses, 6 mm and 11 mm exhibits the plasticity induced fatigue crack closure (PIFCC) behaviour. 

(2) The crack-opening level Kop decreases with increasing the specimen thickness from 6mm to 11 mm. 
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(3) An effect of surface removal on the crack-opening level Kop was observed for the 6 mm thick specimen. 
After removal of the specimen surface, the crack-opening level dropped about 1.0 MPam1/2 and then 
recovered to its original value while propagating. 

(4) The crack length at the specimen surface is less than in the interior for the case of the 6 mm thick 
specimen. This is due to higher crack-opening level Kop at the specimen surface than that at the 
specimen interior. 

(5) In the present study, fatigue tests were conducted on specimens with 6 and 11 mm thicknesses. 
Further FCG study is guaranteed using thicker specimen. It is interesting to investigate which patterns 
(PIFCC or RIFCC) occurs for the case of the thick specimen of the present A7075-T6. 
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Fig. 7 Effect of surface removal (A7075-T6, ∆K = 8 MPam1/2, removal from t= 6mm to 5 mm). 
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Fig. 8 Macroscopic view of the shape of the crack front propagating 

under the constant ∆K level of 9.0 MPam1/2 (A7075-T6, t= 6 mm).  
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Abstract: In this paper, we successfully extended eXtended IsoGeometric Analysis (XIGA) in simulation 
of stationary and propagating cracks. In this method, IsoGeometric Analysis (IGA) utilizing the Non-Uniform 
Rational B-Spline (NURBS) functions is incorporated with enrichment functions through the partition of 
unity. The Heaviside function is enriched to capture the discontinuous phenomenon at the crack faces while 
the asymptotic functions from analytical solution are incorporated with NURBS to perform the singular field 
at the crack tips. Based on the NURBS’s characteristics, this approach allows us to achieve easily the 
higher approximation order and continuity of the basic functions. As a result, XIGA can improve accuracy 
and higher convergence rate as compared with traditional finite element. 

Keywords: eXtended IsoGeometric Analysis; Linear Fracture Elastic Mechanics; crack propagation 

1 INTRODUCTION 

In service, the cracks generated and grown from the defects under a cyclic loading cause a reduction of the 
load carrying capacity of the structures. Therefore, study of fracture mechanics is virtually important in 
guarantee of the performance and safety of the structures. The prediction and analysis of the crack 
problems are the attractive topics for many scientists in general and for computational experts in particular. 
As a result, a numerous numerical methods have been developed including finite element method (FEM) 
[1], boundary method [2], meshfree method [3], extended finite element method (XFEM) [4], etc. In these 
methods, approximated geometries introduce some error in the solutions because different shape functions 
are utilized in describing geometry and analysis. To overcome this issue, Hughes et al. proposed 
isogeometric analysis (IGA) [5] which fulfils a seamless bridge link between computer aided design and 
finite element analysis based on using the same B-Spline or non-uniform rational B-Spline (NURBS) 
functions in describing the exact geometry of problem as well as constructing finite approximation for 
analysis. IGA provides a flexible way to make refinement and degree evaluation. It allows us to achieve 
easily the higher approximation order and continuity of the basic functions as compared with the traditional 
finite element method. Up-to-now, IGA has been extensively and successfully studied for various fields of 
engineering and science, including fracture mechanics. For the crack problems, the enrichment functions 
through the partition of unity method are incorporated into IGA to capture the discontinuous phenomenon at 
the crack faces and singular filed at the crack tips. Recently, De Luycker et al. [6] has been used XFEM 
incorporated with IGA for linear fracture of mode I crack. He found that this method gains the greater 
accuracy and convergence rate. Then, Gorashi et al. [7] kept developing this approach (in short name 
XIGA) to perform the behaviour of the crack structures in 2D. XIGA also successfully applied in bi-material 
body with curved interface [8], assessment of collapse load of cracked plate [9], vibration of crack plate 
[10], cracked thin shell structures [11]. 

In this paper, we extended XIGA for simulation of stationary and propagating cracks. In this method, the  
Heaviside function is utilized for model the discontinuous phenomenon at the crack face while the 
asymptotic functions from analytical solution is used to capture the singular fields at the crack tips. Based 
on the NURBS, this approach allows us to achieve easily the higher approximation order and continuity of 
basic functions. As a result, XIGA can improve accuracy and higher convergence rate as compared with 
XFEM.  
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2 GOVERNING EQUATIONS OF CRACKED STRUCTURE 

Consider a linear elastic solid defined in a domain Ω with a boundary Γ  such that ,t cΓ = Γ ∪ Γ ∪ Γu  

t cΓ ∩ Γ ∩ Γ = ∅u where , ,t cΓ Γ Γu are the Dirichlet and Neumann boundary and crack surfaces, respectively. 

The body subjected to body forces b  and to surface tractions t  on the free portion tΓ . The governing 

equations for this problem are 

0∇ + =.σ b  in Ω      subjected to 

on

0 on

on

t

c

u

 Γ
=  Γ 

 = Γ

t
σ .n

u u

 (1) 

in which u  is the displacement field which satisfies the compatibility relation 

s= ∇ε u  in Ω      where 
/ 0 /

0 / /

T

s

x y

y x

∂ ∂ ∂ ∂ 
∇ =  ∂ ∂ ∂ ∂ 

 (2) 

and the Cauchy stress tensor σ is obtained from the constitutive relation based on Hooke’s law 

=σ Dε  in Ω       (3) 

where D  is the elastic constant matrix. 

The weak form of the equilibrium equations can be expressed as 

d d d
t

T

Ω Ω Γ
Ω = Ω + Γ∫ ∫ ∫D bu tuε ε  (4) 

3 DISCRETIZATION 

3.1 A brief of B-spline/NURBS functions 

A knot vector { }1 2 1, ,..., n pξ ξ ξ + +=Ξ is a non-decreasing sequence of parameter values iξ , 1,...i n p= + , where 

i Rξ ∈  called ith knot lies in the parametric space, p  is the order of the B-spline and n  is number of the 

basis functions. Using Cox-de Boor algorithm, the univariate B-spline basis functions are defined 

recursively start with order 0p =   

( ) 1
,0

1

0 otherwise
i i

i

if
N

ξ ξ ξ
ξ +< <

= 


 (5) 

as 1p ≥ the basis functions are obtained from 

( ) ( ) ( )1
, , 1 1, 1

1 1

 i pi
i p i p i p

i p i i p i

N N N
ξ ξξ ξξ ξ ξ

ξ ξ ξ ξ
+ +

− + −
+ + + +

−−
= +

− −
 (6) 

The multivariate B-spline basis functions are generated by a simple way - tensor product of the univariate 

B-splines 

( ) ( ),
1

d

A i pN N
α α

α

α =

= ∏ξ ξ      (7) 

where 1, 2, 3d =  is  dimensional space. Fig. 1 illustrates an example of bivariate B-spline basis function 

from tensor product of two univariate B-splines { }1 1 3

4 2 4
0,0,0,0, , , ,1,1,1,1=ψ  and { }1 2 3 3 4

5 5 5 5 5
0,0,0, , , , , ,1,1,1=Ξ  in 

ξ  and η direction, respectively.  
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To present exactly some conic sections, e.g., circles, cylinders, spheres, etc., non-uniform rational B-

splines (NURBS) with an additional weight value 0Aζ > for each control point is used.  

( ) ( ), / ,
m n

A A A A A
A

R N Nξ η ζ ξ η ζ
×

= ∑   (8) 

3.2 Extended isogeometric finite element method 
In order to capture the local discontinuous and singular fields, the enriched displacement approximation is 
introduced according to idea of XFEM as follow: 

( ) ( ) ( )
enr

h std enr enr
I I J J

I S J S

R R
∈ ∈

= +∑ ∑u x ξ q ξ q   (9) 

Here, the NURBS basis functions are utilized instead of the Lagrange polynomials to create a new 
numerical procedure – so-called eXtended IsoGeometric Analysis (XIGA) [7]. enr

JR are the enrichment 

functions associated with node J located in enriched domain enrS  which is splitted up two parts including: a 
set Sc for crack faces enriched control points and a set Sf for crack tips enriched control points as shown in 
Fig. 2. 
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Fig. 2 Illustration of the nodal sets Sc, Sf for a quadratic NURBS mesh. 

To model the discontinuous displacement at crack faces, the Heaviside function, which otherwise becomes 
+1 if physical coordinate is above the crack and -1, is incorporated in the enriched functions: 

( )( ) ( ) ( ) ( )enr
J J JR R H H= −ξ ξ x x   (10) 

 

Fig. 1 B-splines basic functions. 

 

Control point of set Sc 

Control point of set Sf 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

60 

 

The analytical displacement field of linear elastic fracture problem at crack tips in polar coordinate ( , )r θ  is 
expressed as below [12]: 

( )

( )

22

2 2

sin 1 2coscos 1 2sin
2 22

2 2 2 2
sin 1 2cos cos 1 2sin

2 2 2

I II
u K Kr r

v

θ θθ κκ θ

θµ π µ π θ θκ θ κ

    + +− +          = +     
      + − − −        

  (11) 

where IK  and IIK are the stress intensity factors of mode I and mode II, respectively.  

From the analytical displacement, the enriched functions for crack tips are chosen as [13]: 

( )
4

1

( ) ( ) ( , ) ( , )enr
J J J J

L

R R r rψ θ ψ θ
=

 = − 
 
∑ξ ξ   (12) 

where 

( , ) sin cos sin sin cos sin
2 2 2 2

r r
θ θ θ θψ θ θ θ =  

 
  (13) 

3.3 Discretization 
Now, substituting Eq. (9) into Eq. (2), the strain can be expressed follow the nodal displacement as 

1

m n
T

I I
I

×

=

=∑B qε  (14) 

where the strain matrix B  is given by 

std enr
I I I

 
 B = B B  (15) 

in which stdB  and enrB are the standard and enriched part of matrix B  defined in the following form 

, ,

, ,

0

0

T

x y

y x

R R

R R

 
=  
  

B     (16) 

where R  can be either the NURBS basic functions ( )R ξ or enriched functions enrR . 

Substituting Eq.(14) into Eq.(4), the linear static equation for crack problem is obtained 

Kq = F  (17) 

with the global stiffness and force vector 

d and d d
t

T R R
Ω Ω Γ

= Ω = Ω + Γ∫ ∫ ∫K DB F b tΒ  (18) 

4 NUMERICAL RESULTS 

In this section, we study linear elastic fracture mechanics in some numerical examples with rectangular 
geometry such as: an infinite plate under in-plane tension, the static crack and crack propagation of an 
edge cracked plate subjected to shear stress. In all numerical examples, plane strain state is assumed. 
Herein, we illustrated the present method using meshing of cubic elements.  
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4.1 An infinite plate subjected to tension 
Firstly, let us consider an isotropic infinite plate with material parameters of E = 107 N/mm2, ν = 0.3 
containing a centre crack of length 2a subjected to a remote 
uniform stress σ = 102 N/mm2. A unit shaded domain, as 
shown in Fig. 3, with crack length of 0.5 mm is modelled. To 
evaluate the present method, Fig. 4 reveals the comparison 
between XFEM and XIGA in investigation of the relative 
error and convergence rate of displacement and energy 
which are given by 

( ) ( )
1/2

/
Th h Td d

Ω Ω
 = − − Ω Ω  ∫ ∫u u u u u u u  (19) 

( ) ( )
1/ 2

/
Th h Td d

Ω Ω
 = − − Ω Ω  ∫ ∫e ε ε σ σ ε σ  (20) 

It is noted that as p = 1, XIGA formulation is identical to 

XFEM. As compared to XFEM, it is observed that present 
method archives supper accuracy and higher convergence 
rate in displacement error norm as well as energy error 
norm. Fig. 5 displays the contour plots of displacements and 
stress distributions in x and y directions, respectively. 
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Fig. 4 Comparison of relative error norm of: (a) displacement, (b) energy. 

 

    
(a) Displacement xU  (b) Displacement yU  (c) Axial stress xxσ  (d) Axial stress yyσ  

Fig. 5 Contour plot of the displacements and stresses distribution. 

 

 

 

 

 

 

Fig. 3 Infinite crack plate in tension. 
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4.2 An edge cracked plate under shear 
stress 

In next example, we consider a rectangular plate subjected to a 
shear stress τ = 1 N/mm2 as shown in Fig. 6 with material 
parameters of E = 3x107 N/mm2,ν = 0.25. Fig. 7a and b show 
the relations between relative error of stress intensity factor (SIF) 
via number of degrees of freedom (DOFs) and CPU time, 
respectively. It is again seen that present method archives more 
accurate than XFEM. Indeed, to get the accuracy of SIF IK  with 
error lower than 0.1%, XIGA needs approximate 4300 DOFs 
while XFEM uses more than 25000 variables with nearly two 
time computational cost. Fig. 8 plots the distribution of axial 
stress, shear stress and displacement along y direction. For 
comparison purpose of displacement yU , 3D elastic solid is also 

modelled by XIGA with meshing of 13x27x3 elements. The same 
contour plot of displacement is observed in Fig. 8c and d. 
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Fig. 7 Comparison between XIGA and XFEM. 
 

 

Fig. 8 Contour plot of the stresses and displacements: (a) xxσ , (b) xyσ , yU in 2D (c) and 3D (d). 

 

4.3 Crack propagation of an edge cracked plate under mixed mode 
loading 

In this section, we want to show the capacity of present method in crack growth simulation without re-
meshing. For this problem, two important parameters need to be specified during the crack growth 

 
 

Fig. 6  Edge crack plate under shear 

(c) (b) (a) (d) 

(b) (a) 
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procedure: crack growth direction cθ  and incremental crack length a∆ . The crack growth angle can be 
identified follow to several available criteria such as: the critical plane approach, the maximum 
circumferential stress, the maximum energy release rate, the minimum strain energy density (see review in 
[14]). In this present work, we adopt the maximum circumferential stress to evaluate the crack growth 
direction [15] 

( )( )2
2atan 2( / ) / (1 1 8 / )c II I II IK K K Kθ = − + +  (21) 

The incremental crack length is commonly determined from Paris’s law. However, in this example, for 
simple, a constant crack increment length of a∆ = 0.3 mm is set for each step. Fig. 9 shows the meshes at 
the step number #1 and #8 with the axial stress distributions xxσ , respectively. It is observed that, during 
the crack growth, the mesh is unchanged while the position of crack tip downwards as oblique path. It leads 
to change the enrichment status of the control points, for instance, from being tip-enriched to Heaviside 
enriched or some standard control points becomes the enriched ones. 

(a) 
 

 

(b)  
 

 

 
Fig. 9 Propagation of an edge crack under shear stress after step 1 (a) and step 8 (b). 

5 CONCLUSIONS 

In this paper, an eXtended IsoGeometric Analysis (XIGA) is extended to simulate the stationary and 
propagation of the crack problems. Based on idea of XFEM, the enrichment functions through the partition 
of unity method are integrated to capture the local discontinuous and singular fields. The advantage of 
present method is based on the NURBS which allows us to achieve easily the higher approximation and 
continuity in order of basic functions as compared with the traditional FEM. As a results, XIGA gains better 
accuracy and higher convergence rate than XFEM. Furthermore, the stresses and displacement are also 
plotted smoothly and continuous through the element boundaries.  
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Abstract: The paper presents some key results on embrittlement of T91 steel by liquid lead-bismuth 
eutectic and by liquid sodium gained during research programs conducted this last decade. It is shown that 
both sodium and lead-bismuth eutectic can embrittle T91 but this depends as well on the microstructural 
state of T91 as on experimental parameters such as temperature, loading rate and chemistry of the liquid 
metal. The assessment of liquid metal embrittlement conditions allows materials to be used in safe 
conditions. 

Keywords:  small punch test – brittle fracture – liquid metal embrittlement– sodium - lead bismuth eutectic 

1 INTRODUCTION  

T91 martensitic steel is a modified grade of the 9Cr1Mo steel family. It exhibits excellent combination of 
strength and ductility which can be achieved by control of the heat treatment. In addition, with the level of 
chromium and molybdenum, the resistance to corrosion is somewhat acceptable. It is therefore employed 
for structural components in all industrial fields working at high temperatures and in severe environments as 
for instance in refineries or power plants. The apparently ductile alloys however can undergo a ductile to 
brittle behaviour under the action of an agent which affects either the bulk of the material or the surface or 
only a small part of the materials. Typically, temperature or irradiation act at the scale of the bulk while the 
effect of environment tends to occur at the surface or at crack tip. 

The Gen IV forum aims at providing the basis for identifying and selecting six nuclear energy systems. Two 
of them taken into consideration should be cooled by liquid metals. Lead or lead bismuth eutectic (LBE) are 
employed in the lead fast reactor (LFR) and sodium is employed for the sodium fast reactor (SFR). For 
these reactors, T91 is a candidate material. Nevertheless, the question of liquid metal embrittlement (LME) 
needs to be examined. When strained in liquid metals, an otherwise ductile material can exhibit a loss of 
ductility and, sometime a brittle fracture. Many metals, pure or alloyed, are known to be sensitive to LME 
e.g. Al-Ga [1] or Ni-Li [2]. Generally speaking, it can be stated that no material can be considered as 
immune against liquid metal embrittlement. So to ensure the reliability of the material employed in these 
reactors, it is necessary to find the conditions leading to LME. 

The objective of this paper is to present some key results obtained in the laboratory UMET during the last 
decade in the frame of European collaborations such as TECLA, Megapie-TEST, DEMETRA, GETMAT or 
in the frame of French research program such as Gedepeon or NEEDS. Indeed, the behaviour of T91 
martensitic steel in presence of LBE or sodium has been extensively studied at UMET. For the study of 
LME, several loading conditions and mechanical tests were considered: monotonic and cyclic loading [3]; 
tensile, small punch test, low cycle fatigue, fatigue crack propagation tests were performed. The paper will 
be restricted SPT since it has pointed out amazing and differentiating results. 

2 MATERIAL 

The material studied during these research programs was a conventional T91 martensitic steel containing 
8.5 - 8.8 %Cr, 0.1%C, 1% Mo, 0.06 % Nb, 0.20-0.25 % V. Several heats coming from different suppliers 
were tested. They all fulfilled the required chemical composition.   

The standard heat treatment of this steel comprises an austenitisation at 1050 °C for 1h followed by air 
cooling and a subsequent tempering for 1h at 750 °C (noted ‘TR750’). It is very important to respect the 
recommended heat treatment especially the tempering temperature because it strongly impacts the 
microstructure. Changing the tempering temperature modifies the precipitation state and the structure of 
dislocations, and this modifies the hardness and the strain hardening response. Since the literature 
suggests that hard materials are more sensitive to LME, it was decided to submit the T91 steel to another 
heat treatment. It consisted in normalizing the material at 1050 °C for 1 h followed by air cooling but in 
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tempering for 1 h at 500 °C or 550 °C (noted TR500 and TR550). Also, the absence of tempering has also 
been taken into account (T material). The macro hardness HV10 of TR750 material was 278 HV while 
TR500 material has a hardness of 446 HV and T material a hardness of 380 HV. By the way, the austenitic 
grain size was not changed with these heat treatments and has an average value of 20 µm. 

3 MECHANICAL TESTING 

The Small Punch Test (SPT) technique, especially designed to perform tests in air and in liquid LBE or 
liquid sodium at temperatures up to 550 °C, has been employed. It consists of a specimen holder, a 
pushing rod and a ball. The specimen holder includes a lower die, an upper die which is also used as the 
tank for the liquid metal and four clamping screws. The load is transferred onto the specimen by means of a 
pushing rod and a 2.5 mm diameter tungsten carbide ball in contact with the lower surface of the specimen. 
In this way, the puncher being under the specimen, the upper surface of the specimen is in contact with the 
liquid metal and is submitted to tensile loading. Specimens were in the form of disk 8.9 mm in diameter or 
had a squared shape 10 mm x 10 mm. Before testing, the sample surfaces were mechanically polished 
with SiC paper up to 1200 grade and then electro polished, in order to avoid effects due to the roughness of 
the surface and residual stresses developed during the mechanical polishing. The final thickness was 500 
(±20) µm. More details about this technique can be found in [4]. 

The composition of LBE was 45 wt% Pb and 55 wt% Bi. The delivered LBE was oxygen saturated and 
could be further purified thanks a purification unit designed and built in the lab. It consisted in flowing the 
LBE bath by a mixture of argon/hydrogen gas which allowed decreasing the oxygen content up to 10-8 wt % 
at 450 °C. Tests were performed in oxygen saturated LBE or in low oxygen LBE. They were carried out 
inside a cell which atmosphere was controlled thanks to a purification unit. The latter allows removing water 
vapour and oxygen by flux sweeping and on use of reactive filters. The oxygen content and the water 
content in the cell interior could be decreased as low as 0.1~0.5 ppm and 5~20 ppm respectively.  

The sodium was rather pure but contained some impurities: 2-10 ppm C, 2-4 ppm Cl-, 2-4 ppm Br-, 2-5 ppm 
Sr, <0.5 ppm Ag, 0.5 – 1 ppm Al, < 1 ppm B, < 4 ppm Fe. The experiments in liquid sodium were performed 
in an environment-controlled cell which test zone was continuously spread out by an argon flow. Solid 
sodium was sliced into small pieces, deposited and gently pressed at the SPT specimen surface. The 
oxygen content in the sodium bath was determined from Noden’s calculations. When sodium is in contact 
with saturated oxygen air, the maximum oxygen content in sodium at 300 °C is 96 ppm. 

SPT were performed using an INSTRON electro- mechanical machine which can control the experimental 
cross-head displacement velocities from 0.5 mm/min to 0.005 mm/min. 

4 MECHANICAL BEHAVIOUR OF T91 STEEL IN LIQUID SODIU M 

4.1 Effect of microstructure  

The standard T91-TR750 steel showed a similar mechanical behaviour in air and sodium environment at  
400 °C, and at a cross head displacement of 0.05 mm/min (Fig. 1a). However, TR550 steel exhibited a 
load–displacement curve which was different whether the material was tested in air or in liquid sodium (Fig. 
1b). Indeed even if the curves superimposed at the beginning of test in the elastic part, they diverge in the 
plastic domain. In air, TR550 exhibited high mechanical resistance involving a maximum load Fm value of 
2385 ± 40 N, and a displacement to fracture df of 1.35 mm. These values were strongly reduced to 1355 N 
and 0.75 mm respectively in sodium.  

  

Fig. 1  SPT curves in air and in liquid sodium at 400°C, at 0.05 mm/min of: a) TR750 steel, b) TR550 steel 
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Scanning Electron Microscopy (SEM) observations at low and high magnifications of the fractured 
specimens revealed also a difference depending on whether the test was performed in air or in liquid 
sodium. For each material fractured at 400°C in air but also  for the TR750 steel fractured at 400°C in liquid 
sodium, the specimen dome contained a circular crack (Fig. 2a) and the fracture surface contained dimples 
typical of ductile rupture (Fig. 2b). 

 

   

Fig. 2  Fracture in TR750 specimen a) Principal crack in air, b) Ductile fracture surface in air 

The general tendency for TR550 material fractured at 400°C in liquid sodium is that cracking contained very 
limited circular parts with large radial cracks (Fig.3a). The weak mechanical properties of this material were 
associated with a fully brittle fracture mode. The brittle fracture surface comprised an intergranular zone 
(Fig. 3b) close to the external surface in contact with the liquid sodium which changes for transgranular one 
in the rest of the specimen. Sodium penetration at grain and lath boundaries is the cause of the 
embrittlement [5].  

 

     

Fig. 3  Fracture in TR550 specimen a) Principal crack in sodium, b) Brittle fracture surface, showing 
intergranular decohesion near the exposed surface 

4.2 Effect of temperature 
LME being a temperature dependent phenomenon, TR750 and TR550 steels have been tested at 150 °C, 
200 °C, 300 °C, 450 °C and 550 °C.  The ductility has been used to point out the temperature effect by 
using a ductility factor (D.F.) defined by D.F. = JnfNa /JnfAIR   where JnfNa is the normalized fracture energy 
(fracture energy divided by thickness of specimen) measured from test in liquid sodium and JnfAIR the 
normalized fracture energy measured from test in air. 

Fig. 4 shows the existence of a ductility trough located at about 250 °C. The location appears to be the 
same for both alloys. However, the width and the depth of the ductility-trough increase with increasing the 
strength of the material.  
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Fig. 4 Evolution of ductility factor with test temperature of TR750 and TR550 materials tested in sodium at a 
cross head speed of 0.05 mm/min 

5 MECHANICAL BEHAVIOUR OF T91 STEEL IN LBE 

5.1 Effect of microstructure 
As for sodium, the behaviour of T91 steel in LBE was investigated according to the heat treatment. SPT 
were first performed in oxygen saturated LBE bath at 300 °C by using a displacement speed of 0.5 
mm/min. As for tests in liquid sodium, the effect of heat treatment on mechanical response was obvious. A 
strong difference could be seen between both T and TR500 curves and TR750 one. The TR750 curve 
recorded during test at 300 °C in LBE was similar in terms of shape and numerical values to that obtained 
after test in air. No obvious difference was noticed from the fractographic observation. A circular crack 
occurred at the specimen domes and the fracture surfaces were covered by dimples. For the other treated 
materials, most of the curves were quasi linear right to failure suggesting a quasi-absence of plastic 
deformation. All the fracture surfaces of the T and TR500 materials tested in LBE were always brittle, 
essentially transgranular with some occasional intergranular decohesion (Fig. 5b) and the dome exhibited 
very developed radial cracks providing a star-shaped figure (Fig. 5a).. 

             

 

Fig. 5  Fracture in T steel specimen in oxygen saturated LBE at 300 °C at 0.5 mm/min  

a) star-shaped principal crack and b) brittle intergranular decohesion 

From this study, it can be concluded that T91 in its standard heat treatment is ductile at 300°C as well in air 
as in oxygen saturated LBE under rather rapid loading rate. LBE embrittlement is possible if unsuitable 
tempering treatment has been performed.   
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5.2 Effect of temperature and of LBE chemistry 
Tests were done on the TR750 material at different temperatures, at a displacement speed of 0.5 mm/min in 
liquid LBE purified by argon and hydrogen. Then the results were compared with those obtained after SPT in 
oxygen saturated LBE. 

Fig. 6a gives the load-displacement curves of TR750 SPT specimens tested at 200℃, 300℃ and 400℃ in 
purified liquid LBE and in oxygen saturated LBE. It seems that the curves obtained from tests performed in 
purified LBE and those obtained in oxygen saturated LBE do not exhibit very obvious differences.  

SEM observations of TR750 SPT specimens fractured in oxygen saturated LBE (Fig. 6b) and in purified 
LBE (Fig. 6c) revealed that the shape of the cracks was circular with some small radial cracks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6  a) SPT curves of TR750 material tested at 300 °C at a displacement speed of 0.5 mm/min in oxygen 
saturated LBE (LBE sat) and in purified LBE (LBE purif) and  SEM image of the dome of the TR750 material 

after test at 300 °C b) in oxygen saturated LBE and c) in purified LBE 

 

5. 3 Effect of loading rate 
In order to analyze the role of loading rate or strain rate, tests were performed on the TR750 material in 
purified LBE at 300 °C at two displacement speeds: 0.5 mm/min and 0.005 mm/min. SPT curves are 
reported in Fig. 7a and the SPT curve related to the test performed in the oxygen saturated bath at a speed 
of 0.5 mm/min is also included for comparison. 

SPT curves show a strong dependence on displacement speed. First, for the lowest displacement speed, 
the maximum load was strongly reduced as compared to the other tests performed at high speed by a factor 
of two third. Second, the displacement at maximum load was decreased in the same way.  

Analysis of the fractured specimen also pointed out an effect of the displacement velocity as well at the 
macroscopic scale as at the microscopic one. All the SPT specimens exhibited circular and radial cracks 
but the decrease in the displacement velocity promoted radial cracking. For the lowest displacement 
velocity, the number of radial cracks was much reduced as compared to the other tests but the radial 
cracks were also much longer (Fig. 7b). In addition, transgranular brittle fracture was observed (Fig. 7c). 
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Fig. 7  a) SPT curves of TR750 material tested at 300 °C at displacement speeds of 0.5 mm/min and 0.005 
mm/min in oxygen saturated LBE and in purified LBE and SEM image b) of the dome and c) of the fracture 
surface of the TR750 material after test in purified LBE at 300°C at a displacement speed of 0.005 mm/min 

It has been also shown that decreasing both the loading rate and the dissolved oxygen in LBE accelerated 
the phenomenon [6]. 

6. CONCLUDING REMARKS 

The program research conducted this last decade showed that liquid metal embrittlement is a damage 
mode difficult to be assessed due to the very large number of parameters that can act. The considered T91 
alloy exhibits a certain degree of LME sensitivity in LBE or in liquid sodium. While in the hard condition the 
occurrence of LME was not so surprising, the brittle fracture in the recommended heat treatment after a 
slow loading rate test is a real evidence of the scientific and technological interest for understanding liquid 
metal embrittlement.  
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Abstract: We suggest theoretical models which describe fracture of polycrystalline graphene and metal-
graphene layered composites. In considering polycrystalline graphene, we consider formation of cracks at 
grain boundaries (GBs) containing defects (partial disclinations and their dipoles). Such defects at GBs are 
associated with experimentally observed structural irregularities of real GBs in graphene. Within the 
suggested model, we calculate the dependences of the critical stress for crack formation on the parameters 
of individual disclinations and their dipole configurations at GBs. The results of the model explain the 
experimental data (Huang et al. 2011 Nature 469 389; Ruiz-Vargas et al. 2011 Nano Lett. 11 2259) on 
crack formation in polycrystalline graphene at comparatively low levels of the applied stress and their 
discrepancy with the results of computer simulations of strength exhibited by graphene bi-crystals with 
structurally perfect, periodic GBs. In consideration of metal-graphene layered composites, we examine the 
transfer of plastic deformation across a graphene interface and nanocrack formation initiated by stress 
fields of lattice dislocations stopped near a graphene interface. We reveal strength characteristics of metal-
graphene layered composites as functions of their key structural parameters, including the metallic and 
graphene layer thicknesses, which are well consistent with the corresponding experimental data (Kim et al., 
Nature Commun. 4 (2013) 2114). The results demonstrate that strong metal-graphene layered composites 
(against both fracture and macroscopic plastic flow) should contain monolayer graphene inclusions, and for 
such inclusions the processes of plastic deformation and interface fracture compete and can occur 
concurrently. 

Keywords: graphene; grain boundaries; composites; defects; cracks 

1 INTRODUCTION  

Graphene – a single carbon atomic sheet with the hexagonal sp2 covalently bonded crystal structure – with 
its outstanding mechanical, transport and thermal properties represents the subject of rapidly growing 
research efforts in applied physics and materials science [1–6]. Of crucial importance from both 
fundamental and applied viewpoints is the unique behaviour of graphene under mechanical load. In 
particular, Lee with co-workers have experimentally demonstrated that pristine graphene exhibits the 
highest ever measured strength of ≈ 130 GPa (Ref. [7]). At the same time, following experimental 
examinations [8,9], the strength characteristics of graphene sheets containing GBs dramatically degrade 
compared to the superior strength (≈ 130 GPa) of their pristine counterparts. These experimental data 
motivate large interest in understanding the physical mechanisms of fracture in graphene and their 
sensitivity to the presence of defects. Therefore, in the second section of this paper we suggest a 
theoretical model describing crack generation at elementary irregularities of the GB structure, namely, 
those associated with partial disclinations and their dipoles. 

Also, since graphene monolayer sheets and multilayer nanoplatelets are specified by superior values of 
strength and elastic moduli, they are very good candidates for the use as reinforcing structural elements in 
polymer-, ceramic- and metal-matrix composites. For instance, recently, Kim with co-workers [10] have 
synthesized Cu- and Ni-graphene nanolayered composites exhibiting extremely high strength 
characteristics (with  the flow stress at 5% strain of 1.5 GPa for Cu-graphene composites and 4.0 GPa for 
Ni-graphene composites). Also, Kim with co-workers [10] experimentally revealed that the above flow stress 
increases with diminishing the metal layer thickness. 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

72 

 

The dominant physical mechanism responsible for superior strength of metal-graphene nanolayered 
composites is attributed to the role of graphene interfaces as obstacles for lattice dislocation glide [10]. In 
the case under consideration, it is logical to think that the plastic deformation and fracture processes 
controlling the flow stress/strength of a metal-graphene layered composite are the transfer of plastic 
deformation across a graphene interface and the nanocrack formation initiated by stress fields of lattice 
dislocation stopped near a graphene interface. In the third section we describe the strength-controlling 
processes (transfer of plastic deformation and nanocrack generation) in metal-graphene layered 
composites and reveal the dependence of their strength characteristics on the metallic and graphene layer 
thicknesses. 

2 CRACK NUCLEATION AT PARTIAL DISCLINATIONS AT GRAIN BOUNDARIES IN GRAPHENE 

In general, GBs in 2D graphene are line defects separating graphene grains (crystallites/domains) whose 
crystal lattices are tilted by a non-zero angle θ  relative to each other [11]. The angle θ  serves as the main 
geometric parameter of a GB and is called the GB misorientation. According to experimental data, 
computer simulations and theoretical models, low- and high-angle GBs in graphene hexagonal lattices are 
represented as walls of edge dislocations or, in other terms, pentagon–heptagon pairs [8]. The geometry of 
the individual geometries of pentagon-heptagon pairs and their spatial arrangement in the corresponding 
wall configuration determines GB misorientation.   

 

 

Fig. 1 A partial disclination at grain boundary in graphene bi-crystal. (a) Graphene bi-crystal without cracks. 
(b) Graphene bi-crystal containing a nanocrack. 

 

Within our model, we consider GB defects associated with elementary changes in the GB misorientation 
and their effects on crack generation at GBs. Such defects are called partial disclinations in a 2D graphene 
sheet and represent the points where the GB misorientation changes in a step-like manner (and so does 
the GB dislocation arrangement; see Fig. 1(a)), so that the jump of misorientation represents the 
disclination strength ω ; see Ref. [11]. With the hexagonal geometry of the graphene crystal lattice, the 
strengths ω  of such partial disclinations can be arbitrary in the range: 60 60ω− < <o o . Partial GB 
disclinations create stresses that can initiate nanocracks in graphene (Fig. 1(b)). 

First, consider crack generation in a flat graphene sheet with a line GB containing a single partial 
disclination of the strength ω−  (Fig. 1(b)). Within our model, the flat graphene sheet has a circular shape 
specified by the radius R, and the partial disclination is located at its center (Fig. 2). (The radius R plays the 
role of the screening length for the stresses created by the disclination.) Consider the situation where the 
flat graphene sheet is under a tensile mechanical load 0σ  whose direction is normal to the GB line (Fig. 2). 
The disclination creates local stresses which, in superposition with the external load, can initiate nanocrack 
formation. Within our model, the nanocrack nucleates and grows along a GB in the region where the tensile 
stresses exerted on the crack surfaces by the disclination and the applied load are highest (see Fig. 1(b)). 

In order to calculate the conditions for nanocrack growth in graphene, we use the energy criterion [12] 
suggesting that a crack is favored to grow if the release of the strain energy in the course of crack advance 
is larger than the effective surface energy of the crack surfaces. With this criterion, using the expressions 
for the stress field of a wedge disclination in an infinite medium (and modifying these for the case of the 
plane stress state), one obtains the following condition for catastrophic crack growth: cσ σ> , where 

 ( )1/2
0 0(8 (2 ) / ) ln(4 / ) 2c bD l D R lσ γ γ ω= − − − .                                (1) 

-ω 

l 

(a) 

-ω 

(b) 
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In formula (1), 0l  represents the maximum crack length to which the crack can grow through thermal 
fluctuations, R  is the screening length of the disclination stress field (in our case, R is the graphene circle 
radius; see Fig. 4), / (4 )D E π= , E  is the Young modulus of graphene, γ  is the specific surface energy of 

graphene edges (say, crack edges in graphene), and bγ  is the specific GB energy in graphene. In 

derivation of formula (1), it is assumed that l R<< . The quantities γ  and bγ  have the meaning of the 
energy per unit area, that is, the energy of the surface of a graphene edge (or graphene GB energy, 
respectively) per length of the graphene edge (GB, respectively) divided by the distance (0.34 nm) between 
the graphene sheets in graphite. 

 

Fig. 2 Nanocrack generation at a grain boundary disclination (triangle) located at center of mechanically 
loaded circular graphene sheet. 

 

Fig. 3 Dependences of the ultimate stress cσ  on disclination strength ω  for various values of the screening 
length R . 

 

In order to calculate the critical stress cσ  for a GB crack, we use the following typical values of graphene 

characteristics: 0 0.72l =  nm, 1000E =  GPa (Ref. [12]), 10.3γ =  J/m2 [14], and 3bγ =  J/m2 [15]. The 

dependences of the critical stress cσ  on the disclination strength ω  are calculated and presented in Fig. 3 
for various values of the screening length (the radius of the circlular graphene sheet) R . As it follows from 
Fig. 3, when ω  increases, cσ  decreases from 125 GPa at 0ω =  down to zero at certain values of ω  (10 to 
20 degrees, depending on the value of the screening length R ). The calculated low values of the critical 
stress cσ  for intergranular fracture are consistent with the experimentally documented [9] values (35 GPa 
or lower) of fracture stresses specifying polycrystalline graphene specimens. As a corollary, individual 
partial disclinations at GBs can serve as critical defects responsible for experimentally documented [8,9] 
dramatic decrease in strength of polycrystalline graphene, as compared to its pristine counterpart.  

Besides individual disclinations, we have analyzed the effect of disclination dipoles (representing two 
opposite-sign disclinations) on the critical stress for catastrophic crack growth. The analysis has 
demonstrated that the critical stress dip

cσ for crack generation at a disclination dipole and its catastrophic 
growth decreases with increasing the disclination strength and the distance between the dipole 
disclinations. For large enough values of these parameters, the critical stress dip

cσ  is smaller than 35 GPa. 
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Thus, similar to individual partial disclinations at GBs, their dipoles can be responsible for the 
experimentally documented [8,9] dramatic decrease in the strength of polycrystalline graphene. 

Similar to grain boundaries in graphene, graphene interfaces in metal-graphene layered composites can 
serve as weak elements that can decrease the strength of such composites. Therefore, nanocrack 
generation and transfer of plastic flow across graphene interfaces in metal-graphene layered composites 
will be examined in the next section. 

3 COMPETITION BETWEEN NANOCRACK GENERATION AND TRANSFER OF PLASTIC FLOW 
ACROSS GRAPHENE INTERFACES IN METAL-GRAPHENE LAYERED COMPOSITES - 
GENERAL ASPECTS 

Consider a layered composite solid consisting of repeat metallic layers and graphene interfaces. Let the 
solid be under the action of a shear stress τ . Consider an ensemble of N rectangular glide dislocation 
loops with identical Burgers vectors yb=b e  (where ye  is the unit vector directed along the y-axis) formed 

due to the action of a Frank-Read source and stopped near a platelike impenetrable graphene layer 
(Fig. 4). The action of the applied stress τ  and the stress field created by the ensemble of dislocation loops 
(stopped in the plastically deformed layer located to the left side of the graphene inclusion/interface) can 
induce homogeneous generation of a new rectangular glide dislocation loop with the Burgers vector b  in 
the neighboring metallic layer located to the right side of the graphene layer (Fig. 4). 

 
Fig. 4 Transfer of plastic deformation across a graphene interface. Transfer of plastic flow occurs through 
formation a rectangular glide dislocation loop in a metal layer Ι under the superposition of the applied shear 
stress τ and the stress field of an ensemble of rectangular glide dislocation loops located in the neighboring 
metal layer ΙΙ.  

 

Within this model, we have calculated the critical shear stress plτ τ=  for barrier-free generation of a new 

rectangular glide dislocation loop in Ni–graphene layered composite. The dependences of the critical shear 
stress plτ  on the parameter λ  characterizing the thickness of Ni layers in the Ni-graphene layered 

composite are plotted in Fig. 5, for various values of the graphene interface thickness h . It is seen in Fig. 5 
that the critical stress plτ   decreases with an increase in the metal layer thickness λ  and/or a decrease in 

the graphene layer thickness h . For a given value of λ , the stress plτ  is minimum in the case of a 

monolayer graphene interface having the thickness of 0.3h ≈  nm.  Figure 5 and its extension to the region 
of small λ  also demonstrates that at 100λ =  nm and  0.3h ≈  nm, 1.75plτ ≈  GPa. This value of plτ  is in 

good agreement with the experimental strength characteristic [10] of the layered Ni-graphene composite 
with the Ni layer thickness of 100 nm and monolayer graphene interfaces. 
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Fig. 5 The critical shear stress plτ  for the barrier-free formation of a dislocation loop at a graphene interface 

vs the thickness λ  of Ni layers in a layered Ni-graphene composite, for different values of the graphene 
layer thickness h . 

Thus, plastic deformation can be transferred through graphene interfaces at high local stresses created by 
dislocation pileups. At the same time, the high stresses concentrated near the head of a dislocation pileup 
can induce the formation of a nanocrack: either in the metallic layer, at the angle α  to the normal to the 
layer boundary (Fig. 6(a)), or at the metal-graphene interface (Fig. 6(b)), or within the graphene interface (if 
this interface represents a multilayer graphene sheet; Fig. 6(c)). We have calculated the condition for the 
generation of a nanocrack at the head of the dislocation pileup formed under the applied shear stress τ  
(Fig. 6). This condition has the form frτ τ> , where frτ  is the critical stress for nanocrack generation. 

 
Fig. 6 Generation of nanocracks at a graphene interface in a metal matrix in the stress field of a double 
dislocation pileup and the applied shear stress τ . (a) Nanocrack forms in the matrix. (b) Nanocrack forms 
at the matrix–graphene interface. (c) Nanocrack forms inside the graphene inclusion. 
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Fig. 7 Dependences of the critical stress frτ  for nanocrack generation on the thickness λ  of Ni layers in a 

layered Ni-graphene composite, for nanocrack in Ni (curves 1 and 2), Ni–graphene interface (curve 3) and 
graphene platelet (curve 4), with 1.7h =  nm (curve 1) and 0.3 nm (curve 2). For curves 3 and 4, graphene 
inclusion thickness h  is arbitrary. 

 

The dependences of the critical stress frτ  for nanocrack generation in the Ni-graphene layered composite 

on the parameter λ  are shown in Fig. 7, for the cases illustrated in Figs. 6(a), 6(b) and 6(c). The two upper 
curves in Fig. 7 correspond to the formation of a nanocrack in the Ni layer (Fig. 6(a)), for 70α = o , 1.7h =  
nm and 0.3 nm (curves 1 and 2, respectively). Curve 3 corresponds to the formation of a nanocrack at the 
Ni–graphene interface (Fig. 6(b)). Curve 4 corresponds to the formation of a nanocrack within the multilayer 
graphene platelet at one interatomic distance from the Ni–graphene interface terminating the dislocation 
pileup (Fig. 6(c)). As it is seen in Fig. 7, the critical stress frτ  is the lowest for the case of nanocrack 

formation inside a multilayer graphene interface. At the same time, Fig. 7 demonstrates that if the graphene 
interface represents a monolayer graphene sheet, the nanocrack is the easiest to form along the Ni–
graphene interface. Thus, the formation of nanocracks in metal-graphene layered composites is least likely 
if the graphene interfaces represent monolayer graphene sheets and the metal layers adhere well with 
graphene. 

4 CONCLUSIONS 

To summarize, we have theoretically examined fracture of polycrystalline graphene and the competition 
between plastic deformation and fracture processes in metal-graphene layered composites. In considering 
polycrystalline graphene, we have shown that individual disclinations and their dipoles at GBs can be 
responsible for the experimentally observed [8,9] dramatic decrease of fracture strength of polycrystalline 
graphene compared to its pristine counterpart. In consideration of metal-graphene layered composites, we 
have demonstrated that the critical fracture stress frτ  for Ni-graphene nanolayered composites with 

multilayer graphene interfaces is always lower than the critical stresses plτ  and frτ  characterizing Ni-

graphene nanolayered composites containing monolayer graphene interfaces, for the same values of the 
metal layer thickness λ. Therefore, Ni-graphene nanolayered composites containing monolayer graphene 
interfaces are specified by higher strength than their counterparts with multilayer graphene interfaces. At 
the same time, in a Ni-graphene nanolayered composite with monolayer graphene interfaces, for any 
values of the metal layer thickness λ, the critical fracture stress frτ  is close to the critical stress plτ  for the 

transfer of plastic deformation across a graphene interface. As a corollary, in the case of monolayer 
graphene interfaces in Ni-graphene nanolayered composite, the processes of plastic deformation and 
interface fracture compete and can occur concurrently. 
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Abstract: The shrink fitted shaft to hub connection, loaded under bending, experiences Fretting Fatigue at 
the end of the contact where both stress concentration and microslip are acting. Shrink fitted testing is not 
standard and common as the bridge type test, however, the round geometry implies no edge effect, the 
shrinkage and the bending loads can be carefully controlled with strain gages, and the stress distribution 
easily calculated with finite element analyses. Though the shrink fit compressive state, the cyclic bending 
introduces tensile stresses, hence the introduction of compressive residual stresses can play a significant 
role to prevent the initiation and the propagation of the fretting fatigue cracks. Experimental results are 
reported in the paper where the fretting fatigue strength was remarkably improved after a deep rolling 
treatment. Numerical analyses even predicted the complete mode I closure of potential fretting fatigue 
cracks by taking into account the compressive residual stresses. SEM investigation showed how the crack 
pattern was significantly different with deep rolling, having multiple crack initiation sites and then either 
coalescence or crack branching. From the modelling point of view, the paper shows that the self-arrest 
theory cannot be used to assess the fretting fatigue strength, for deep rolled specimens, where the crack 
remains closed. A better prediction can be obtained with a critical plane multiaxial fatigue criterion, based 
on the shear stress amplitude, which under a compressive stress state can be more effectively assumed as 
the driving force of the crack. Consistently the orientation of the plane experiencing the maximum shear 
stress amplitude was found in agreement with the observed initial crack direction. 

Keywords: Fretting fatigue; Deep rolling; Residual stresses; Crack initiation direction 

1 INTRODUCTION 

The Fretting Fatigue (FF) damage can be experienced in several applications, typically the dovetail 
interface of turbomachinery [1,2] and also the so called shrink-fitted (tubular or cylindrical) connection [3,4]. 
Experimental fretting fatigue testing approaches can be categorized as [5,6]: (1) full/small scale simulation 
of the real fretting problem and (2) idealized fretting fatigue testing where the contact conditions are 
properly controlled. Fretting tests are well summarized in the book by Hills and Nowell [5], and usually are 
according to the “bridge” type testing, where bridge means a two sided contact pad indenter. Many 
examples of this kind of testing are reported in the literature, e.g. the book by Attia and Waterhouse [7] and 
many other papers. A main limitation of the of the bridge type testing is that the displacement can never be 
equal at the two sides of the contact, in turn leading to different actual local fretting configurations. This 
problem can be solved by fixing one side of the contact bridge to the rigid part of the testing frame. This 
solution is reported in several contributions, e.g. Rossino et al. [8]. The contact configuration in bridge type 
testing usually is “Hertzian” contact, i.e. cylindrical-to-flat or sphere-to-flat contacts. The “flat and rounded 
contact” edge problem was tested, under the bridge configuration, by Namjoshi et al. [9]. The lateral edge 
contact effect was investigated by Kim and Mall [10] along with the issue of plane strain at mid width and 
plane stress at the sides. Another problem is the misalignment, a tilting angle can cause edge stress 
concentrations. Moreover the flat contact (either rounded or not) can experience tilting during the load thus 
producing a not well controlled stress distribution at the contact region. This latter problem is not the case 
with Hertzian contact, having a rounded geometry, but can be not well controlled in flat and rounded 
contact. The round geometry proposed in the present paper has no edges and the tilt due to the bending is 
well considered in the related FE model. The present paper shows fretting tests with a specific shrink-fitted 
assembly that resembles a tubular connection component, it is also based on the half bridge concept, and it 
eliminates geometry misalignments and any other edge effects. 

The most common approaches to fretting are the analogies either with a crack or a notch [11] and the 
approach according to Kitagawa-Takahashi (KT) diagram, where the short crack arrest can be evaluated 
and the size effect is inherently considered [12]. This approach naturally assumes that the fretting is a 
tensile driven fatigue fracture since small crack propagation is caused by mode I. Another approach is 
multiaxial fatigue critical plane as reported by Araújo et al. [13] and others, where the shear stress 
amplitude is predominant. The test results presented in this paper are critically considered with the 
available approaches and a discussion provided specifically about the initiation crack direction. 
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2 EXPERIMENTAL ACTIVITY 

2.1 Bending setup of fretting fatigue tests 
Fig. 1 illustrates the setup of the proposed fretting fatigue testing. The specimen, at the fretting interface, is 
conical in order to allow a calibration of the shrinkage imposed by means of an adjusting nut. The fretting 
load is applied according to a bending scheme with of a controlled hydraulic actuator. Two strain gages 
were used. One strain gage is on the shaft, with axial direction, at a certain distance with respect to the 
fretting point, for monitoring the actual bending load applied during the test. The other strain gage is applied 
at the outer periphery of the hub component, along the hoop direction, and it is used to calibrate the 
interference generated during the nut tightening before starting the fatigue loading. 
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Fig. 1 Test setup, bending load and machining details at the fretting interface. 

2.2 Deep rolling surface treatment 
Some specimens were Deep Rolled, at the fretting interface (the conical section) to provide a comparison 
with the untreated specimens. Fig. 2 illustrates the deep rolling process and the residual stresses along the 
principal directions. More details can be retrieved in Ref. [14] describing both the parameter dependencies 
and the residual stresses measurements, preliminarily performed on flat samples and then on the shafts. 

DR
turning
Tool

Conical
section

Rolling
Feed

 

0 0.2 0.4 0.6 0.8 1
-600

-500

-400

-300

-200

-100

0

100

 

 

Rolling
Feed

Depth, mm

R
es

id
u

al
 s

tr
es

se
s,

 M
P

a

 
(a) (b) 

Fig. 2 Deep Rolling treatment on the shaft specimen: (a) process, (b) residual stress distribution. 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

80 

 

A conical edge contact roller was used and the treatment was performed just by means of a CNC turning 
machine tool. The treatment is not isotropic, indeed along the shaft axis direction the (compressive) 
residual stress is quite higher than the other direction, and it is approximately equal to the material yield 
stress, so introducing the maximum possible beneficial effect. 

2.3 Test results 
The Fretting Fatigue test results are reported in Fig. 3. Four test series were performed combining both the 
application of the deep rolling and a lubrication to be initially applied before the interference preload. The 
test trends are evident and according to as expected: the lubrication reduced the local stresses (the friction 
shear component) and the residual stresses also increased the strength by hindering the crack initiation 
and propagation, as usual under fatigue. The highest strength was therefore obtained with both lubrication 
and deep rolling (series C). Some of the deep rolled tests reported failure outside the expected fretting 
‘hotspot’ since the failure was at the deep rolling edge where the indenter tool was removed. All other tests 
reported a fretting fatigue crack initiated at the edge of the contact, either at the upper or the lower sides 
that nominally experienced the same local load, indeed the bending load was reversal. A few tests showed 
fretting crack both sides, however, just a single crack among the two was predominant and propagated up 
to the specimen final fracture. 
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Fig. 3 Test results and fretting fatigue fracture sections. 

2.4 SEM investigation of the fretting fatigue crack 
After the fretting tests, SEM investigation were performed on the runouts. Fig. 4 illustrates the crack 
formation for each series. Multiple cracks were observed especially about the deep rolled specimens. The 
main evidence is that these cracks show a shallow angle with respect to the horizontal line. Obviously the 
leading crack would continue following a path more perpendicular to the specimen axis (mode I) but this 
happened only after a quite large size of the crack, in the order of 1 mm. Among the four series, those 
without lubrication (B and D), showed a preliminary very shallow path and then a slightly deviated path, 
while the others were more inclined to remain shallow or at least branch. This shallow direction is usual 
under fretting, and many literature examples can be cited. The general understanding of the problem is that 
a crack initiates along a shallow path which is consistent with the direction of the maximum shear stress 
amplitude, and then the crack kinks into the direction where the tangential stress is at a maximum in the 
mixed mode stress field, as Mutoh and Xu reports [15]. Alternatively the crack path can be immediately of 
mode I if the normal stress is prevailing as recently stated by Giner et al. [16]. 
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Fig. 4 SEM investigations on fretting fatigue cracks: (a), (b), (c), (d) for A, B, C, D series respectively. 
 

3 NUMERICAL RESULTS 

3.1 Direction of crack initiation 
Numerical analysis allowed obtaining the local stress distribution at the fretting region. The first 
investigation was then devoted to the crack initiation angle prediction. The shear stress amplitude was 
calculated at the half the material size 0a  along with the maximum normal stress, Fig. 5. 
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Fig. 5 Prediction of the initiation crack direction for the deep rolled specimens. 
 

It is very important to mention that the shear stress amplitude is a 90° periodic function, indeed the shear is 
equal by comparing any two perpendicular directions [16,17]. Consequently, there are two shear amplitude 
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maxima in the half plane range from -90° to 90°. Nevertheless, the maximum normal stress is a 180° 
periodic function, hence just one single plane direction is identified if the combined max shear stress 
amplitude and most tensile normal stress criteria are applied. By following this plane selection, a shallow 
negative angle is identified, that is coherent with the experimental evidence, Fig. 5. Actually, this consistent 
prediction just happened only for the deep rolled specimens (C and D series). Not rolled specimens showed 
a similar shear stress amplitude trend, but the most tensile plane was at the other max shear amplitude 
angle. The predicted direction was therefore to be corrected by considering a different combining 
parameter. Instead of the max normal stress, the mode II stress intensity factor range showed remarkably 
higher values within the 0a  range, Fig. 6. After introducing this correction, the initial shallow orientation was 

again captured. The direction toward the inner flat contact side was preferential despite the positive mode I 
stress intensity factor that would have experienced the crack along the complementary direction, Fig. 6. 
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Fig. 6 Mode I and II stress int. factor ranges along the complementary directions, not rolled specimens. 

3.2 Strength prediction based on a shear stress parameter 

According to the appropriate crack direction, shear stress amplitude and maximum normal stresses were 
considered and a multiaxial parameter evaluated at the half the material length, according to Refs. [8, 13]: 

n,max
a,eq a a,eq

a

, tobecompared to
σ

τ τ κ τ λ
τ

 
= +  

 
  (2) 

The results based on this equivalent shear stress amplitude are reported in Tab. 1. An accurate prediction 
is evident confirming the driving role of the shear stress for this specific configuration of fretting tests. 

Table 1  Multiaxial fatigue criterion results, ratio a,eq /τ λ . 

Series A Series B Series C Series D 

0.99 0.80 0.90 1.23 

4 CONCLUSIONS 

• A bending device for fretting has been presented along with four test series on aluminium alloy 
7075-T6 combining different surface conditions: lubrication and deep rolling treatment. 

• Fretting strength was increased both by the introduction of a lubricant, that reduced the coefficient 
of friction, and in turn the shear stresses at the fretting interface, and by the deep rolling that 
induced highly compressive residual stresses. 

• The angle of the initial direction of the crack was found to be in accordance with the SEM 
experimental evidence for the deep rolled specimens, while for the untreated tests the normal 
stress suggested the complementary plane. The introduction of a further parameter as the mode II 
stress intensity factor range was required to retrieve the correct prediction. 

• The critical plane multiaxial predictive stress, suggested in the literature, was found to be quite 
accurate for the tests presented in the paper, confirming the shear stress as the driving parameter. 
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Abstract: Fatigue resistance is an important issue for carmakers, especially concerning motor 
components as crankshafts or diesel injection rails. These high technical components show geometrical 
singularities (crankshaft fillets and injection holes in common rails) which are subjected to stress 
concentration and so highly sensitive to fatigue damages. One way to prevent fracture is to control and stop 
crack propagation. In a first approach the study was focused on crankshafts fillets fatigue resistance. To 
resist to fatigue, this part of crankshaft is generally deep-rolled to induce a field of high compressive 
residual stresses in depth. Results from fatigue bending tests correlated to a first modeling effort based on 
fracture mechanics show that fatigue strength is governed by crack arrest mechanism. Increasing the 
fatigue strength therefore requires developing grades with high stress intensity factor threshold or with a 
capacity to introduce high level of residual stresses. The importance of controlling the residual stresses 
distribution during specific processes as deep-rolling (for crankshaft) or autofrettage (expanding operation 
for common rails) is shown. Their determination goes through the knowledge of the behavior law of 
materials thanks to tension-compression tests results and appropriate simulations. 
 
Keywords: fatigue tests; residual stresses; stress intensity factor; simulation; crack arrest 

1. INTRODUCTION 

Fatigue is an unavoidable weakening of materials due to cyclic applied loads. The main challenges about 
fatigue consist in understanding its mechanisms to predict and delay it, insuring a longer lifetime to the 
material. Motor components as crankshafts or common rails have specific geometrical shapes that make 
certain pieces of them particularly sensitive to fatigue damages. Indeed these geometrical singularities 
(crankshaft fillets and rail intersection holes) are the place of intense stress concentration resulting from a 
high stress concentration factor. As a consequence, theses parts of the components are the first to be 
concerned by the increase of loads resulting to cost reduction and downsizing trends in automotive 
industry. All these constraints have to be taken into account by Asco Industries when developing special 
steels with high mechanical properties. To ensure the component to better resist to fatigue, a specific 
treatment is applied. Concerning crankshafts, the most used process is deep-rolling [1]: the crankshaft 
fillets are cold worked with rollers; the first part of this article will be thus dedicated to our fatigue approach 
concerning this process. Common rails will be the object of a second part. There are subjected to an 
operation of autofrettage which consists in applying a high pressure inside the holes to plastify their 
surface. Both processes induce a field of high residual stresses in depth that can stop cracks initiated from 
the surface.  

The development of new grades of steel requires the control of stress level: voluntary residual stresses 
induced by the processes mentioned above as undesirable residual stresses resulting from some operation 
like straightening or quenching. From experimental data and simulation, the necessity to give a good 
description of the material behavior in order to have an appropriate estimation of residual stresses induced 
during autofrettage and their evolution during fatigue will be enhanced. 

 
 
2. FATIGUE BEHAVIOR OF CRANKSHAFTS 

 

2.1. Experimental Approach 
 

In service the main loading of crankshaft and particularly crankshaft fillets is bending. At low regime, the 
load ratio defined by R = Mmin/Mmax is as R = 0 whereas R = -1 for high motor regime due to inertia effects. 
To understand the fatigue behavior of deep-rolled crankshafts, a bending test has been developed (see Fig. 
1) in collaboration with PSA [2] at the Asco Industries research and development center CREAS with a 
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special specimen whose fillets can be deep-rolled with industrial Hegenscheidt head [3], exactly like 
industrial crankshafts.  
 

 

Fig. 1 Deep-rolled crankshaft bending test. 
 
 
Load controlled tests with different amplitudes allow finding the fatigue strength at 2 million cycles by the 
iterative method, which is based on the sample failure or no-failure. As it can be seen in Fig. 2, cracks have 
been observed on unfailed specimen at 2 million cycles. Further observation of these specimens showed a 
maximum crack length of 1,3mm. It implies that, even if cracks are initiated, they do not propagate to lead 
to fracture.  
 
 

 
Fig. 2 Example of crack on unfailed specimen at 2 million cycles: (a) crack on the surface of the specimen 

groove; (b) observation of the crack (length a) in the cross section after forced fracture. 
 
 
From fracture mechanics theory, the arrest mechanism may be governed by the stress intensity factor (∆� 
for cyclic loading with ∆� � 	���� � ��	
) according to the following relationship : 
 
 

∆� � ���� � ��
�. ���������
� � �����
��. √�
 
 

In the case of R = -1, with ��	
 � 0	��
.��/  
 
 

Where: 
 is the crack length 
 ��
� is a shape factor 

 ��������
� refers to the applied stress, depending on a 
 �����
� are the residual stresses, depending on a 
 
 
If ∆� ! ∆�"#, where ∆�"# in an intrinsic material constant, then the crack propagates. Based on these 
considerations, a first modeling effort is made to give an estimation of ∆� and its evolution with the crack 
length. 
 

Fatigue load
R=0 : low regime
R=-1: high regime

Specimen with deep-rolled fillets
with identical crankshaft geometry 
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2.2. Crack propagation modeling 
 
The adopted method is based on previous work on crankshaft fatigue resistance made by Taylor [4]. It 
allows estimating the applied stress σ%&&'%( thanks to linear-elastic finite elements modeling. This has been 
realized at the CREAS on FORGE ® software. The prediction of fatigue failure requires to know the 
material fatigue limit and the stress intensity threshold ∆K*+. To complete the calculation of ∆� according to 
the above equation, it is also necessary to evaluate �����
�. Since the residual stresses cannot be evaluated 
by the proposed method which only consider linear-elastic fracture mechanics, a complementary cyclic 
plastic modeling is realized, based on the calculation of cumulated plastic strain. If in metal forming 
simulations, the strain hardening is generally supposed isotropic because strains are large enough (greater 
than 10%), for these operation of cold deformation and then in the case of cyclic loading, the strain level 
remains too low to ignore kinematic hardening. A non-linear part of the hardening is therefore introduced in 
isotropic hardening through memory effects that represent the change of loading direction during fatigue 
cycles. More details about this analytical model named CLIEME (for Combined Linear Kinematic Hardening 
and Isotropic strengthening or softening with Evanescent Memory Effect) are given in [5]. The simulation of 
circumferential residual stresses after deep-rolling shows a good correlation with X-Ray measurements 
performed on the material. 

Thanks to the combination of finite elements and the analytical model, ∆� can be calculated taking a shape 
factor of 1, and its evolution along the crack length is described in Fig. 3 for different loading levels. As seen 
in this figure, a threshold of ∆K*+.≈ 6 MPa.m1/2 is chosen, which is a typical value for steels. The ∆� curve 
shows a valley that corresponds to 1-2 mm depth; this observation is in good agreement with the maximum 
crack length of 1,3 mm. For example, a bending moment of 5300 Nm will induce a crack that stops at 1 mm 
depth.  

 

 
 

Fig. 3 Evolution of ∆K with crack depth for different loading levels. 
 
 
Further finite element simulations are expected to show great performances in fatigue of grades displaying 
a high ∆K*+ and handling a high level of residual stresses during the deep-rolling operation. These 
expectations are motivated by the results presented in Fig. 4. A comparison is made between different 
grades and two different deep-rolling loads. In a general manner, bainitic steels show a higher fatigue 
resistance than other grades. This result is supposed to be due to a higher ∆K*+  of the material. Moreover, 
increasing the deep-rolling load from 900 daN to 1100 daN still increases the fatigue resistance for bainitic 
steels. This feature is expected to be related to a higher level of residual stresses induced by deep-rolling.  
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Fig. 4 Comparison of the fatigue resistance of different grades subjected to different deep-rolling loads. 

 
 
3. FATIGUE BEHAVIOR OF COMMON RAILS 
 
The current European anti-pollution standards require increasing in-use injection pressures, reaching 2200 
bars in 2017. This pressure increase is associated with downsizing which implies geometry modifications of 
common rails, in particular holes diameter reductions. With such high pressure conditions, it is necessary to 
enhance the fatigue resistance of the component especially at the holes intersections. The operation of 
“autofrettage” allows introducing residual compressive stresses inside the material by applying a high 
overload pressure of typically 7000 b. The increasing injection pressures will require increasing autofrettage 
pressure too.  

Finite element simulation is used to evaluate the stress fields in the holes intersection (see Fig. 5) where 
the cracks are seen to be located. Since the real load applied to the common rail is multiaxial, a 2D 
simulation is not adequate to appropriately describe the stress field and 3D effects must be taken into 
account. The stress profile at the hole intersection (see Fig. 6) shows an important stresses concentration 
with KT ≈ 2.5 and is very similar to what can be found for crankshafts fillets [5]. The reflection made on crack 
arrest mechanism on crankshafts should also be valid for common rails and complementary with the 
present study carried on behavior laws. Determining an appropriate elastoplastic behavior law of the 
material is of great importance to know the level of residual stresses induced by the autofrettage operation. 

 
Fig. 5 (a) Effective part of the common rail modeled by finite elements on FORGE ®; (b) Focus on the 

intersection holes: Von Mises stresses at 4000 bars (elastic behavior) in the (X’Y’) space (fracture plane) 
oriented toward 45° from (XY) along the red path. 
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To obtain this information, a first 3D simulation is in progress based on cyclic tension-compression tests 
results of the materials which will be used to design the common rails. By this way, the behavior law will be 
identified considering a combination of kinematic and isotropic hardening. It has been shown [6] that a 
linear model is not sufficient for a good description of the behavior; non-linearity must be thus introduced in 
the formulation. The chosen formulation is based on the non-linear Lemaître-Chaboche kinematic model 
[7].  
 

 
Fig. 6 Von Mises stresses profile along the red path of Fig. 5 (b) near the hole intersection of common rails 

where cracks are typically found. 
 
 
4. CONCLUSIONS AND FUTURE WORK 
 
The constraints required by European standards always necessitate the carmakers to adapt the design of 
the automotive components and as a consequence the steelmakers to propose new grades of steel able to 
handle the pre-use and in service conditions, as in the case of crankshafts and common rails. An analysis 
of cyclic stress intensity factors has been realized for the application of deep-rolling on crankshafts fillets. 
The simulated evolution of this parameter as a function of the crack length correlated to the experimental 
results can explain the crack arrest mechanism observed after fatigue bending tests. It has been shown 
that the residual stresses induced by deep-rolling processes act as barrier to crack propagation, delaying 
the moment where the threshold ∆�"# will be reached. It is thus challenging to develop grades with high 
enough stress intensity factor threshold in order to increase the fatigue strength.  
The second example deals with the operation of autofrettage on common rails. Like deep-rolling, this 
process induces beneficial residual stresses at the surface of injections holes that make them more 
resistant to fatigue due to cyclic in service high pressure conditions. An important work on behavior laws is 
in progress in order to determine suitable material parameters for an implementation in a 3D elastoplastic 
finite element model for common rail as well as for crankshafts. Coupled with fracture simulation, this model 
should give a better description of the applied and residual stresses profiles around the interest points for 
each application and will constitute a basis for the CREAS to compare the fatigue performances of different 
grades of steel. 
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Abstract: This paper presents some results of multiaxial fatigue life assessment of components under 
combined bending-torsion loading. The loading cycle is assumed as completely reversed and in-phase 
loading. Critical plane damage models (Smith-Watson-Topper and Fatemi-Socie) are used to estimate the 
lifetime based on stress and strain results from finite element analysis of components under loading. The 
predicted lifetime (number of load cycles) represents the time required to initiate a meso crack of a few mm. 
To benchmark the method, lifetime assessment of a notched specimen that has identical dimensions and 
loading conditions to the experiment from the open literature is carried out. The lifetime deviation from the 
experimental results is within a factor of five. The crack initiation sites and orientation of crack planes are 
also compared against experimental results. Crack initiates at the root of the specimen notch where stress 
concentration occurs. Finally, the correlation between the directions of principal stresses and maximum 
shear strain and crack plane orientation is analysed to understand the effect of combined loading on crack 
plane orientation.  

Keywords: multiaxial fatigue lifetime; critical plane model; notched analysis; FEA 

1 INTRODUCTION  

In reality, many engineering components are subjected to multiaxial loadings under service conditions. 
Even if uniaxial loading is applied remotely, the stress and strain states at the stress concentration features 
such as notches will be multiaxial. The stress state becomes more complicated when the loading applied is 
fatigue loading. This paper focuses on predicting the lifetime of a notched specimen under multiaxial fatigue 
loading. Despite the actual multiaxial loads expected at notched regions of components under service 
conditions, most fatigue tests, in order to extract parameters for fatigue lifetime models such as fatigue 
ductility coefficient, are carried out using smooth specimen using uniaxial loading. Hence, it is important to 
have the ability to predict multiaxial fatigue life from existing uniaxial fatigue properties. 

Early theories existed for multiaxial fatigue life prediction. Most notably, equivalent stress approaches (von 
Mises, Tresca) and maximum principal stress criteria [1, 2] are examples of the earliest approaches. To 
study the role of plasticity in low cycle fatigue, strain based approaches [3, 4] were also proposed by 
modifying static yield theories in terms of strain parameters. In this paper, the critical plane approach is 
used to predict multiaxial fatigue life time. The method is based on the physical nature of fatigue crack 
initiation and propagation on a specific plane within a component. The concept was introduced in [5]. The 
orientation of this plane is determined by material type, applied strain amplitude and state of stress and 
strain within the component. Maximum normal stress on the critical plane and maximum shear stress play 
an important role in life prediction depending on the type of crack. Two damage models are applied in this 
paper. The first one is proposed by Smith, Watson and Topper [6] and the method is suitable for damage 
analysis where the crack development is tensile dominant. An alternative method by Fatemi and Socie [7] is 
found to be superior when the damage is driven by shear strain amplitude and modified by direct stresses.   

To justify the lifetime prediction models presented in this paper, the predictions were made for the notched 
specimen which has identical dimension to multiaxial fatigue experiment carried out by Fash [8]. To obtain 
the stress/strain state at the notch of the specimen, finite element analysis (FEA) was carried out for 
completely reversed fatigue loading. Mixed mode loading condition is considered by applying in-phase 
bending and torsion loads. The resultant fatigue lifetime, crack locations and its orientations are compared 
to experimental results from [8]. Additionally, the effect of mixed mode loading on orientations of principal 
plane and crack initiation direction are also investigated. 
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2 FINITE ELEMENT MODEL 

To obtain stress/strain state of the notched specimen, FEA is carried out. The model has the dimensions 
shown in Fig. 1 (i). Fash [8] used two linear servo-hydraulic actuators to apply constant amplitude bending 
and torsion moments at 150mm from the notch. To mimic this experiment while saving computation time, 
only a portion of the specimen is used for FEA as shown in Fig. 1 (ii). The elements used are three 
dimensional general purpose brick elements with reduced integration (C3D8R) within Abaqus. Mesh and 
boundary conditions of the model can be found in Fig. 1 (ii). Encastre condition is applied to the clamped 
end of the specimen to restrict all displacement degrees of freedom (d.o.f). The other end is constrained by 
kinematic coupling constraints to the reference point (RP) where loadings will be applied. A vertical force 
(V) is applied so that the bending moment at the notch is I×V. Torsion moment (T) is also applied at the RP. 
The material used for FEA is SAE-1045 steel and its behaviour is elastic-plastic with isotropic hardening 
with the parameters from [8]. To study the mixed mode loading effect, bending moment to torsion (M/T) 
ratio of about 0.71 with different magnitudes of each loading were used and they are tabulated in Table 1. 
At the end of each time step of FEA, stress and strain results of elements around the notched region are 
written into the data file and the results are post-processed in Matlab [9] to obtain multiaxial fatigue life. 

 

Table 1 Constant amplitude mixed mode loadings applied to FE model of notched shaft 

Case Bending moment (Nm) Torsion (Nm) 

1 1475 0 

2 2600 0 

3 1730 0 

4 1220 1710 

5 990 1390 

6 1850 2550 

 

3 CRITICAL PLANE MODELS FOR MULTIAXIAL FATIGUE 

The critical plane technique assesses fatigue lifetime by using hypothetical damage parameter D. The 
parameter is based on maximum direct stress and shear strain amplitudes obtained after transforming 
stress and strain outputs at each time step into local arbitrary material planes. Two types of critical plane 
models are applied here. The damage parameter (D) for Smith-Watson-Topper (SWT) model and Fatemi-
Socie (F-S) model can be expressed as Eq (1) and Eq (2) respectively. In the earlier work, critical plane 
was assumed as the plane experiencing maximum normal strain amplitude ( aε ) or maximum shear strain 

amplitude ( aγ ). In this work, a modified version proposed in [10, 11] is used where critical plane is the 
plane experiencing maximum D. Once D is known for a candidate plane, fatigue lifetime (Nf) can be 

evaluated by using empirical parameters such as '
fσ , '

fε as shown in Eq (1) and Eq (2).  
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where, E is elastic modulus, b and c are fatigue strength and ductility exponents, '
fσ is tensile fatigue 

strength coefficient, '
fε  is fatigue ductility exponent, '

fτ and '
fγ are shear fatigue strength and torsional 

ductility coefficients, aε and aγ are direct and shear strain amplitudes, G is modulus of rigidity, maxσ is the 

maximum direct stress at the candidate material plane, yσ is yield stress and Nf is number of cycles to 

failure. These material properties for SAE-1045 steel are taken from [12]. 
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To use the critical plane models, stress and strain must be transformed into the coordinate system of a 
candidate plane. This can be done if the direction cosines of a candidate plane to the original coordinate 
system are known. The direction cosines of a candidate plane can be illustrated by Fig. 2 where θ is z 
direction cosine and θR is y direction cosine to the projected normal vector (n) onto X-Y plane. Using θ and 
θR, direction cosines can be expressed as Eq (3). The angles vary from zero to 180˚ with 1˚ increments to 
create possible candidate planes. For each time step of FEA and for every candidate plane, normal strain 
(ε), shear strain (γ) and normal stress (σ) to a candidate plane can be calculated as shown in Eqs (4) to (6). 
Once these are known for a whole cycle, the normal and shear strain amplitudes and maximum normal 
stress can be found. Finally fatigue life time (Nf) is calculated by either Eq (1) and Eq (2) using the Newton-
Raphson method. If the loading is more complicated than the completely reversed fatigue loading applied 
here, accumulated damage must be calculated using rainflow counting method as mentioned in [13]. 
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Fig. 1 (i) Geometry of the notched specimen, and  (ii) 
the portion of the specimen used for FEA and 

geometry and mesh of FEA model 

Fig. 2 Orientation of unit normal (n) to candidate 
material planes and its direction cosines from 

global coordinate system 

4 RESULTS AND DISCUSSION 

Cracks tend to initiate at the area where von Mises stresses are concentrated due to higher plastic strains. 
Stress contours are studied at the peak of fatigue loading within a cycle. For pure bending cases, stress 
concentration occurs in the vicinity of the notch of the specimen shown as site 1 in Fig. 3 (i). Additional area 
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of stress concentration (site 2) is expected for combined loading cases especially when a very high torsion 
load is applied such as case 6 as shown in Fig. 3 (ii). The locations of stress concentration sites in 
comparisons to loading directions are illustrated in Fig. 4.  

With information of stress and strain data from FE analysis and using Eqs (1) to (7), fatigue lifetimes of the 
specimen for loading cases 1-6 are estimated. The results are compared to experimental results from [8] in 
Table 2. The scatters in experimental results can be found and this is due to difficulty in detecting the time 
when crack has grown 1mm (assumed this is a crack length for fatigue damage initiation) is observed. 
Nevertheless, apart from the outliners for case 2 failure estimation by F-S method, both SWT and F-S 
methods predict the lifetime within the factor of 5. The lack of implementation of stress redistribution by 
damage process could be the reason of inaccuracy in the lifetime prediction results. However, the current 
method can be used as a quick estimation tool for multiaxial fatigue lifetime. 

site 1

site 2

site 1

site 2

(i)

(ii)
 

 

T

V

α

α ~ 45˚

site 1

site 2

 

Fig. 3 von Mises stress contours for (i) case 1, and (ii) 
case 6 at the peak of loading 

Fig. 4 Sites of the notched specimen where crack 
initiation is expected 

 

Table 2 Fatigue lifetime as estimated by SWT and F-S methods, and experiments [8] 

 Experimental lifetime (Nexp) [8]     
Case Test 1 Test 2 Test 3 Numerical life 

by SWT (NSWT) 
Numerical 

life 
by F-S (NF-S) 

Nexp/ NSWT Nexp/ NF-S 

1 230, 000 463, 976 - 125, 867 206,412 1.83, 3.69 1.11, 2.25 
2 7930 3000 8111 3427 664 2.31, 0.88, 

2.37 
11.94, 4.52, 

12.22 
3 60, 000 130, 000 30,000 48, 227 50,247 1.24, 2.7, 0.62 1.19, 2.59, 0.6 
4 107, 460 72, 000 - 83, 764 

(site 1) 
113,183 
(site 1) 

1.28, 0.86 
 

0.95, 0.64 
 

    84, 697 
(site 2) 

115, 375 
(site 2) 

1.27, 0.85 0.93, 0.62 
 

5 933, 000 350, 000 - 352, 355 
(site 1) 

959,213 
(site 1) 

2.65, 0.99 
 

0.97, 0.36 
 

    355, 751 
(site 2) 

971, 383 
(site 2) 

2.62, 0.98 
 

0.96, 0.36 
 

6 5113 - - 9034 
(site 1) 

1573 
(site 1) 

0.57 3.25 

    7115 
(site 2) 

1641 
(site 2) 

0.72 3.12 
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Another important result which can be extracted from stress-strain results of FE analyses with multiaxial 
fatigue loading is the influence of direction of principal axes on the directions of crack initiation and 
propagation. The orientation of the crack initiation plane is represented by direction cosines as shown in 
Fig. 2. As described in [8], the crack growth can be divided into two stages; the crack initially grows along 
the maximum shear strain plane during Stage I and then propagates orthogonally to the maximum principal 
stress during Stage II. There are two types of maximum shear plane depending on the direction of principal 
axes as shown in Fig. 5 (i). If the shaded area represents the surface of the material, the shear plane of 
type B shear illustrates that crack grows towards the thickness of the material during Stage I whereas 
cracks grows around the surface for Type A shear plane. Therefore, it can be said that Type B shear is 
more damaging than Type A and it will shorten the fatigue lifetime.  

For the notched specimen, the global coordinate system at the crack initiation site is shown in Fig. 5 (ii). 
Relative to the global coordinate system, the orientations of principal axes for pure bending loading cases 
(cases 1-3) are also shown in Fig. 5 (ii). It can be clearly seen that the shear plane is Type B for pure 
bending cases. The maximum shear plane intersects the maximum principal plane at the circumferential 
direction of the notch. Since the stress level around the site 1 is increased if higher amplitude of bending is 
applied, more cracks are expected at the initiation stage. Moreover, maximum principal stress direction is 
nearly along the Y-axis of the global coordinate which can cause subsequent propagation of cracks and 
failure. The results from experiment as shown in Fig. 6 agree well with the numerical prediction. More crack 
initiation sites are observed for case 3 with higher amplitude of bending compared to case 1. The fracture 
surface is shown to be perpendicular to the axis of the specimen indicating that the maximum principal 
stress direction is along the Y-axis of the specimen. 

Cases 4, 5 and 6 have nearly identical loading ratio but different directions of principal axes are expected 
due to the differences in amplitudes of bending and torsion. The principal axes directions for cases 4-6 are 
illustrated in Fig. 5 (iii) to (v). Type A shear plane is expected for cases 4 and 5. In contrast, the maximum 
shear plane is Type B for case 6 and cracks are expected to grow into specimen thickness during Stage I 
growth. This might be one of the reasons of significantly lower fatigue life for case 6 (Table 2) compared to 
cases 4 and 5 despite having the same loading ratio. Experiment carried out by Fash [8] nonetheless 
showed that cracks initiate circumferentially at the notch rather than in the maximum shear plane direction. 
The macroscopic failure is shown to be driven by the maximum principal stress and the crack plane is 
perpendicular to the direction of the maximum principal plane. 
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Fig. 5 (i) Two types of maximum shear plane, maximum principal stress and shear planes for (ii) cases 1-3, 
(iii) case 4,  (iv) case 5, and (v) case 6 at the peak of loading; note plotted principal directions for cases 4-6 

are at failure site 1  
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5 CONCLUSIONS  
 
In this work, multiaxial lifetime of a notched specimen under a combined bending-torsion load mode is 
estimated using two different types of critical plane methods. The methods make use of stress and strain 
results from FE analyses of the notched specimen and the associated empirical fatigue parameters. The 
lifetimes predicted are compared to the experimental findings from [8] and the error is within a factor of 5. 
Additionally, orientations of crack initiation plane are predicted from different types of the maximum shear 
plane, which depends on principal axes directions. For pure bending cases, crack initiation sites and 
fracture plane of macroscopic failure agree with numerical predictions. For the mixed mode loading with 
identical loading ratio, the magnitude of bending and torsion determines the orientation of the maximum 
shear plane. Higher damage and shorter fatigue life are expected for the case when the maximum shear 
plane is Type B.  
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Abstract: A damage variable was coupled to the constitutive equations of the Chaboche elasto-visco-
plastic model to describe the cyclic material behaviour of a P91 steel at 600 oC, which allows the full life 
cyclic softening behaviour to be accurately predicted. A UMAT subroutine in ABAQUS was produced to 
implement the Chaboche model. A stress partition method is introduced to understand the fatigue softening 
behaviour of P91 at 600 0C, and is used to give an initial estimate of the material constants in the Chaboche 
model. Further optimisation procedures with plastic strain range dependency of the material constants were 
introduced in the optimisation procedure in order to accurately predict the material behaviour, especially 
after damage initiation.  

Keywords: Cyclic plasticity; Chaboche visco-plasticity model; Continuum damage mechanics; P91 Steel 

1  INTRODUCTION 

Martensitic steel P91 is widely used in power generation plants for steam piping systems, which may be 
subject to long term steady and cyclic loading conditions at high temperatures. Due to the intermittent 
nature of renewable energy generation, conventional power plants are now subject to a higher frequency of 
thermo-mechanical cycling, demanded by ‘flexible’ operation. Due to this reason, the study of visco-
plasticity behaviour of advanced power plant steels has become increasingly important.  

A continuum damage mechanics (CDM) approach is coupled to the constitutive equations of the cyclic 
plasticity model in this study to investigate the influence of the damage variable on the Chaboche model 
behaviour of the P91steel. The plastic and creep deformations were analysed in combination, and plasticity 
formulations were considered as special cases of viscoplasticity formulations. Damage refers to the 
presence of discontinuities in the microscopic view, including micro-cavities and cracks. The damage value 
is also described in a continuum mechanics way, where it is assumed that heterogeneous behaviour can be 
averaged through a homogeneous representative volume element [1].  

2  THEORETICAL BACKGROUND  

Within the framework of visco-plasticity, the total strain � is decomposed into two internal variables, the 
elastic strain �� and the irreversible visco-plastic strain ��. The elastic strain is calculated using the linear 
elastic law, as follows: 

�� = ���
	 
� − �

	 
��
���          (1) 

where the effective stress 
� = 
/�1 − �� defined under the concept of CDM, where the damage parameter 
� ranges from � = 0 (no damage) to a critical damage value �� . The internal variables, including kinematic 
hardening �, isotropic hardening � and initial yield stress �� are introduced to describe the yield function �� 
[2]: 

     �� = ��
�� − �� − � − ��         (2) 

where the function  � represents the second invariant of the tensor in the bracket, and 
�� is the effective 
stress deviator. The isotropic hardening � represents the size of the elastic domain, and is formulated as 
follows: 

     � = �� 1 − !"#�−$#�% + '#         (3) 

where # is the accumulated plastic strain, b is the coefficient controlling the changing rate, and �� is the 
saturated value of isotropic hardening or softening. The kinematic hardening variable tensor X, related to 
the internal micro-stress, represents schematically the centre of the elastic domain. The kinematic 
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hardening starts from an initial value () [3], and the nonlinear evolution law of the kinematic hardening 
proposed by Armstrong and Frederick [4] is employed, such that 

     �* = + ,-
. (��*� − �#*	0		         (4) 

where (�is the saturation value of kinematic hardening and the coefficient + controls the rate of change. 
The yield stress �� in visco-plasticity formulations is slightly different from the concept in static tests at room 
temperature, since plastic flow occurs at a much lower stress than the normal yield stress. The flow rule for 
the plastic strain obeys the normality rule, such that the rate of plastic deformation is the product of the 
normal direction 1 and the accumulated plastic strain rate  #*: 

     2*345 = 1#* = .
-


�67�
8�
�67�� #*          (5) 

The value of the accumulated plastic strain rate #* defined as #* = ,-
. �*5: �*50

:
; is calculated from Norton’s law 

for the visco-plastic material behaviour such that        
     #* = ���/<= 	�>          (6) 
The rate exponent ? controls the material sensitivity to plastic deformation, while the drag force <= controls 
the resistance to plastic deformation. Plasticity is the limiting case when the yield surface �� = 0, and the 
value of the accumulated plastic strain rate #* can be obtained by solving the equation �� = 0.  

3  EXPERIMENTAL RESULTS 

Several strain-controlled isothermal fatigue tests were conducted by Saad [5] at 600 oC to investigate the 
stress-strain relationship. The tests were performed at a strain rate of 0.1%/s and with strain ranges of 
±0.5% ,  ±0.4% ,  ±0.25%  and  ±0.2%  respectively. The failure criterion defined for the continuously 
softening materials is defined when there is 10% force drop from the projected straight line locus of peak 
tensile stress versus cycles. The obtained number of cycles to failure Nf were 608, 1467, 3614 and 10659 
respectively. They were related to the plastic strain range by the Manson-Coffin relationship as 

     FG = �Δ25/2IJ�KL = �Δ25/58.806�).OP        (7) 

in which Δ25  is the steady state plastic strain range, +J  and IJ  are both material constants. From the 
evolution of the stress amplitude�Δ�/2� for all these strain ranges shown in Fig. 1a, it could be observed 
that there is a fast initial decrease of stress amplitude before about 0.2Nf, followed by a steady linear 
decrease during cycle numbers between approximately 0.2Nf and 0.8Nf. Finally, there is a sudden decrease 
of stress amplitude after about 0.8Nf.  

The detailed stress-strain loops for cycle numbers 1, 101, 201, 301, 401, 501 and 601, 655 (final cycle 
number) for the strain range of  ±0.5% test are plotted in Fig. 1b, and the cycle number could be identified 
easily by the decreasing maximum stress. These stress-strain curves are smooth without a sudden change 
at yielding, which is caused by the viscous effect. There is a clear change of slope in the elastic region 
when the number of cycles is 601 or 655 (Nf), but not much of a clear change before the cycle number 501 
(0.8Nf). Since damage could also be regarded as the degradation of Young’s modulus, it is reasonable to 
postulate that the final decrease of stress amplitude was caused by the acceleration of damage 
propagation, which could be observed macroscopically after about 501 cycles.  

(a)  (b)  

Fig.1 (a) Stress amplitude	Δ�/2 against cycle number for strain ranges of ±0.5%,  ±0.4%,  ±0.25% and  
±0.2%. [5] (b) Stress-strain curves for strain range at ±0.5% at the cycle number 1, 101, 201, 301,401, 501 
and 601, 655 (the final loop)  
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Using a continuum approach, damage could be viewed as the degradation of the effective Young’s 
modulus QR. Therefore, a typical method to obtain damage evolution is to determine the effective Young’s 
modulus QR by the following equation: 

     QR = Δ�/�Δ2 − Δ25�          (8) 

The damage parameter then can be determined via the following equation:   

     D = 1 − QR/Q           (9) 

The result is shown in Fig. 2a. Damage starts from 0 and progress to a critical damage value Dc=0.1, 
determined by failure criterion set during experiment .The damage evolutions for the strain ranges of 
±0.5%, ±0.4%, ±0.25% and ±0.2% are also consistent against the life portion T = F/FG . The evolution 
curves are fitted to the sinh function of the life portion gives � = UV?ℎ�10.6T�/187667		Y?Z		ZT/ZF =
1/FG�Δ25� = �58.806/Δ25�).OP. 

The microstructural mechanics responsible for the cyclic softening mechanics were examined by SEM and 
TEM for the as-received specimen, the interrupted specimens at cycle numbers 200 (0.33Nf) and 400 (0.66 
Nf), and the specimen at failure, for the strain range of ±0.5%. It is observed from the SEM results that there 
is no obvious microstructure change before the 200th cycles (not shown here). A crack initiates before the 
400th cycle at the specimen’s surface at two locations, and many microcracks with a length of about a grain 
size were observed at the 400th cycle (Fig. 3b). When the force drops by over 10% at failure, the crack 
lengths are about 10 grain sizes (Fig. 3c). Bright field images in Fig. 4 exhibit features including the 
martenstic lath and dislocations, which act as obstacles in producing slip. The martenstic lath are small 
angle subgrain boundaries, regarded as arrays of edge and screw type dislocations. Dislocations inside the 
subgrains could be observed as short straight lines pinned at subgrain boundaries. A small fraction of 
dislocations inside and at the subgrain boundaries is regarded as mobile dislocations contributing to plastic 
deformation, whereas the majority of dislocations hinder plastic deformation [6].  

Both subgrain size and dislocation density could be roughly calculated by the line intercept method and the 
result is shown in  Fig. 2b. The as-received sample exhibits small and inconsistent subgrain sizes, and high 
dislocation density. As cycles increase to cycle number 200 when the stress amplitude softens initially, the 
lath structure becomes longer, and the subgrain size increases by around 33%. There are thus less low 
angle boundaries, and a lower dislocation density. Dislocation annihilation occurs since dislocations located 
inside the subgrain tend to move towards the low angle boundaries of the opposite sign until the distance is 
less than a critical dislocation annihilation value. Slower evolutions of the subgrain size and dislocations 
density were observed after cycle number 200 to failure.  

(a)  (b)  

Fig. 2 (a) Subgrain size and dislocation density evolution based on the TEM results for the strain range of 
±0.5%;(b) Evolution of the effective Young’s modulus QR and damage D against cycle number N 

 (a) (b)  (c)  

Fig. 3 SEM results at the surface of the P91 specimen in a fatigue test at strain range of ±0.5%: (a) the as-
received material; (b) Microcracks observed at the 400th cycles; (c) Mesocracks observed at failure 
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4  FINITE ELEMENT IMPLEMENTATION 

4.1 UMAT subroutine  
The commercially available finite element software ABAQUS is used to conduct the stress analysis. A 
UMAT subroutine is the alternative for the user to code the material behaviour, by updating stresses and 
the Jacobian matrix (change of stress increment with respect to strain increment) based on the previous 
material condition at every strain increment. An elastic predictor-plastic corrector method is used to update 
the stress in the coding [7].  

 (a) (b) (c) (d)   

Fig. 4 Bright field TEM results of the P91 specimen in a fatigue test at strain range of ±0.5% (a) the as-
received material and (b) at the 200th cycles (0.33Nf); (c) at the 400th cycles (0.66 Nf); (d) at failure 

The first step is to assume that there is no plastic deformation ([# = 0), and the stress increment is caused 
by elastic deformation only, and thus there is no change in isotropic and kinematic hardening, as follows: 

     
�5\ = 
�> + ]R�Z�          (10) 

where ]R� is the effective elastic Jacobian matrix, and the passed-in variable 
�> is the effective stress for the 
last increment. If the material behaviour in the specific increment n is unable to accommodate the 
excessive stress, when the elastic predictor brings the yield function fy out of the yield surface, such that 

     �� = ��
�5\ − �>� − �> − �� > 0        (11) 

the plastic corrector is used to correct the accumulated plastic deformation and thus stress by using 
Newton-Raphson iterations to minimise the objective residual function �\_� 

     �\_� = `�Δp, �, �� − [#/[c         (12) 

where 

     `�Δp, �, �� = #*>�� = d���
�5\ − �>� − �> − ���/e�	f
>
      (13) 

Expanding Equ.(12) by Taloy’s expansion, 

     �\_� + ∂Ghij
∂kp δΔp + ∂Ghij

∂R δ� + ∂Ghij
∂� δ� = 0       (14) 

Rearranging Equ.(14), gives  

     δΔp = �\_�/�− nGhij
nko − nGhij

np
np
nko − nGhij

n�
n�
nko�       (15) 

The accumulated plastic deformation [# is updated by [# + δΔp. The final step is to update the isotropic 
hardening, kinematic hardening and stress as follows: 

     �>��	 = �> + $��q − �>���[# + '�1 + $#�[#       (16) 

     �>�� = ��> + -
. +(q?[#�/�1 + +[#�        (17) 

     
 = ]R��Δ� − Δ�5�          (18) 

The Jacobian matrix to be updated in the UMAT subroutine is the same as the elastic Jabobian matrix ]R� to 
simplify the coding, since it mainly accounts for the convergence rate of the ABAQUS FE solver, rather than 
improvement of the accuracy.  
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4.2 Uniaxial simulation results 
The size and centre of the elastic domain and the viscous stress values could be obtained based on the 
Cottrell’s stress partition method [8] shown in Fig. 5a.  

     ( = ��_
rst + �_

r3>�/2         (19) 

     �� = �rst − �_
rst          (20) 

     � + �� = ��_
rst − �_

r3>�/2         (21) 

The method coded was applied to the stress-strain curve for the strain range of ±0.5%. The radius and 
centre of the elastic domain are plotted against the number of cycles N in Fig. 5b, as well as the viscous 
stress ��. The obtained stress components are quite noisy due to the scatterings in the original fatigue data; 
however, the general trend can be easily observed. The initial softening of the stress amplitude is attributed 
to the initial fast decrease of both isotropic and kinematic hardening. The linear decrease of the stress 
amplitude is caused by the steady decrease of isotropic hardening, when the kinematic hardening is 
already saturated with regard to the accumulated plastic deformation. The final decrease of stress 
amplitude is caused by Young’s modulus degradation, which also results in the decrease of the size of the 
elastic domain.  Throughout the fatigue life, not much change was observed for the viscous stress.  

(a)  (b)  

Fig. 5 (a) Stress partition method [9]; (b) Evolution of the stress components by the stress partition method, 
including radius of elastic domain � + ��, kinematic hardening X and viscous stress �� 

A series of fatigue tests were simulated using the UMAT subroutine with a cubic geometry, under the same 
uniaxial cyclic loading condition. The objective of the fatigue test simulation is to check the validity and 
capability of the damage term in the model. Only one element is used in the current study and the element 
type is eight-node continuum brick element with full integration (C3D8 in ABAQUS). 

In order to accurately predict the value of the drag force and the exponent in the Norton’s law, another set 
of experiments with the same testing temperature at 600 0C with a dwell holding time of 120s at the 
maximum strain were conducted. The material constants were obtained by the inverse method to give the 
best curve fitting of the fatigue and stress partition results. The obtained material constants for the strain 
range of ±0.5% are shown in Table 1 . The stress-strain curves obtained from the FE simulation at cycles 
1, 300 and 600 are compared to the experimental results in Fig. 6a.  The figure shows that the FE 
simulation is able to accurately capture the main features of the cyclic plasticity behaviour, such as the size 
change and shift of the centres of elastic domain, the hysteresis loop, as well as the degradation of Young’s 
modulus. The maximum stress evolutions in both FE simulation and experiment are plotted in Fig. 6b, as 
well as the damage evolution from both FE simulation and experimental post-processing results.  They 
show good prediction of the full life behaviour, including initial fast softening, steady linear softening, as well 
as the damage propagation. 

Table 1 Material constants for P91 at temperature of 600 oC and for the strain range of ±0.5% 

 Q 
(MPa) 

u 
�� 

(MPa) 
e� 

(MPa s1/n) 
? $ 

�� 
(MPa) 

() 
(MPa) 

(� 
(MPa) 

+ ' 

Optimised 
result 

125000 0.3 120 6339 2.02 10 -66 0.24 -10 1.29 -1.73 

 

The material constants ', ��  and $ are strain range dependent, and the optimised values at the strain 
ranges of ±0.4%, ±0.25% and ±0.2% are plotted in Fig. 7a. The evolutions of maximum stress �rst against 
cycle number N are plotted in Fig. 7b. They give good approximations of the peak stress evolution, 
especially after the initial fast softening period.  
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(a) (b)  

Fig. 6 (a) Experiment and FE simulation of stress-strain curve at cycle number 1, 300 and 600 for the strain range of 
±0.5%; (b)Experiment and FE simulation of the maximum stress �rst and damage  D evolution against cycle number 
for the strain range of ±0.5% 

 (a)  (b)  

Fig. 7 (a) Steady state plastic strain range Δ25  dependency of the material constants of isotropic hardening; (b) 
Experiment and FE simulation of the maximum stress �rst  against cycle number for the strain range of ±0.4%, 
±0.25% and ±0.2% 

5  CONCLUSIONS  

A damage variable is coupled to the constitutive equations of the Chaboche elasto-visco-plastic model to 
describe the full life cyclic plasticity behaviour of a P91 steel at 600 oC under low cycle fatigue conditions. A 
stress partition method is introduced to understand the fatigue softening behaviour of P91 at the high 
temperature of 600 0C, and gives an initial estimate of the material constants in the Chaboche model. 
Further optimisation procedures with plastic strain range dependency of the material constants are 
introduced in the optimisation procedure in order to accurately predict the material behaviour, especially in 
the failure stage. Good approximations are achieved for the maximum stress evolution, especially in the 
linear softening stage and the damage propagation stage.  
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Abstract: Crack tip opening, singular stress intensity factor (SIF) and non-singular T-stress values are 
determined for cracks of different length at different stages of low-cyclic fatigue loading (∆σ = 333.3 MPa, 
R= – 0.33). Narrow notches of 0.2 mm width are used for cracks modelling. Initial points of all symmetrical 
notches belong to the edge of central open holes of 3.0 mm diameter in rectangular plane specimens with 
dimensions 180x30x4 mm3. The specimens are made from aluminium alloy of 2024 type. Experimental 
approach employs optical interferometric measurements of local deformation response on small notch 
length increment. Initial experimental data represent in-plane displacement component values measured by 
electronic speckle-pattern interferometry at some specific points located in a vicinity of the notch tip. The 
availability of high-quality interference fringe patterns, which are free from rigid-body motions, serves as the 
reliable indicator of real stress state caused by the crack existence. The SIF and T-stress values are 
calculated by a determination of the first four coefficients of the Williams series solution. All experimentally 
obtained values correspond to a tension of each specimen by nominal stresses σ0 = 53.1 MPa and three 
successive crack length increments. Measurements are performed for six different specimens after 
applying NC = 0, 100, 1000, 1800, 2500 and 3300 loading cycles. The fracture of analogous specimen 
occurred after NCF = 3800 cycles. The dependencies of fracture mechanics parameters for cracks of the 
fixed length from the number of loading cycles, which reveal a process of fatigue damage accumulation, are 
constructed. 

Keywords: Low-cyclic fatigue loading; Stress intensity factor; T-stress; Crack length increment; Electronic 
speckle-pattern interferometry. 

1 INTRODUCTION  

The need for various experimental investigations of local elastic-plastic strain fields in irregular structure’s 
areas for ensuring a detailed description of the low-cyclic fatigue process is based on the local fracture 
criterion (e.g. [1-3]). An analysis of the above publications and numerous others revealed that there is a 
deficiency of experimental data about local elastic-plastic strain fields in a vicinity of stress concentrators, 
when a structure is subjected to both static and cyclic loading. Implementing various optical interferometric 
techniques is one of the most effective approaches for the investigation of local elastic-plastic strains. This 
work presents the study of the influence of fatigue damage accumulation on singular and non-singular 
fracture mechanics parameters for symmetrical cracks propagated from a central through hole in thin 
rectangular plate. The specimens are subjected to one-axis cyclic tension-compression with the cycle 
parameters are ∆σ = 333.3 МПа, R = – 0.33. This loading range leads to arising high-level plastic strains at 
the hole vicinity. The values of the crack mouth opening displacement (CMOD), SIF and T-stress are 
obtained for the number of loading cycles NC = 0, 100, 1000, 1800, 2500 и 3300 under the same loading 
conditions.  

2 MEASUREMENT PRINCIPALS 

Narrow notches of 0.2 mm width are used for cracks modelling. Initial experimental information is the 
values of in-plane displacement components, which are measured at some points belonging to crack 
borders by electronic speckle-pattern interferometry [7-8]. Modified version of the crack compliance method 
serves for a transition from in-plane displacement components to the values of the stress intensity factor 
(SIF) KI and T-stress [8]. The essence of this approach resides in recording interference fringe patterns, 
which correspond to a difference between two in-plane displacement component fields. Each field is 
referred to a crack of close but different length. The first exposure is made for a crack of initial length an-1. 
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Then initial crack length is increased by small increment ∆an so that new total crack length becomes equal 
to an = an-1 + ∆an and the second exposure is performed. Required interference fringe patterns are 
visualized by numerical subtraction of two images recorded for two cracks. Two interferograms, which are 
obtained by this way for the tension of thin plate with symmetrical central crack under one-axis, are shown 
in Figure 1. The direction of x-axis in Figure 1 coincides with the direction of the crack propagation. 

                          
   a                                                                             b 

Fig. 1 Specimen T4_08.  Interference fringe pattern, obtained in terms 
of in-plane displacement component u (a) and v (b). Initial crack length a0 = 0 

with increment ∆a1– = 1.90 mm (left) и ∆a1+ = 2.11 mm (right) 

Developed procedure of deriving required fracture mechanics parameters from interference fringe patterns 
is based on Williams’ formulation [9]. Displacement components near a crack tip are expressed as infinite 
series for each in-plane displacement component. When x-direction coincides with the crack line, as it is 
shown in Figure 1, these series for mode I condition have the following form: 
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where u and v are in-plane displacement component in direction of x and y axis, respectively; µ is the 
Poisson’s ratio; E is the elasticity modulus; k = (3–µ)/(1+µ) for plane stress and k=(3–4µ) for plane strain 
conditions; Am are constants to be determined; r and θ are radial and angular distance from the crack tip. 

The values of stress intensity factor KI and T-stress are connected with coefficients of infinite series (1) by 
the following way [10]: 

                                       π21
nn

I AK = , nn AT 24= ,                                                        (2) 

where superscript n shows that SIF and T-stress values are related to a crack of ∆an length. The value of 

coefficient 
nA1  is defined by the solution of linear algebraic equations system that includes two unknown 

parameters, namely 
nA1  and 

nA3 . This solution has the following form [8]: 

                                       { }1n0.5n

n

n
I 22

8

2
−− ∆−∆

∆
= vv

a

E
K

π
,                                        (3) 

where 1−∆ nv  and 5.0−∆ nv  are crack opening values at point with coordinates (r = ∆an, θ = π) and 

(r=∆an/2, θ = π), respectively. The values 1−∆ nv  and 5.0−∆ nv  are experimentally derived from 

interference fringe pattern of type shown in Fig. 1b. 
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The value of coefficient 
nA2  is defined in analogous way by using two unknown parameters, namely 

nA2  

and 
nA4 .  Two required experimental parameters, which are essential for the solution of linear algebraic 

equations system, represent by itself in-plane displacement components u. These components are 
measured at two points coinciding with crack tip for cracks of ∆an and ∆an+1 length. This procedure based 
on interference fringe patterns of type shown in Fig. 1a is described in details in Ref. [8]. 

3 EXPERIMENTAL PROCEDURE 

Plane specimens with dimensions 180х30х4 mm3 made from aluminum alloy of 2024 type are the objects 
of the investigation. All specimens have a central through hole of diameter 2R = 3.0 mm. Two points of the 
intersection of the hole edge and horizontal symmetry axis of each specimen, which is perpendicular to 
load direction, are the crack starting points. One from the specimens (Т4_08) serves for the determination 
of fracture mechanics parameters for cracks propagating in the material that is not undergone to local 
elastic-plastic deformations due to cyclic loading. Before performing the first symmetrical notch the 
specimen is subjected to constant one-axis tensile load that correspond to nominal stress σ0 = 53.1 МPа. 
The results of SIF values determination for specimen Т4_08 coincide with analogous theoretical data within 
8 per cent [11]. Cyclic loading (∆σ = 333.3 МПа, R = – 0.33, f = 0.8 Hz) of the specimen-witness up to 
fracture is the second stage of performed investigations. The fracture occurred after applying NCF = 3800 
cycles. 

Table 1 Nomenclature of the Specimens 
 

Specimen’s number T4_08 T4_06 T4_02 T4_05 T4_03 T4_07 
The number of loading cycles, NC 0 100 1000 1800 2500 3300 

 
Five other specimens are subjected to periodical tension-compression with the same cycle parameters. The 
number of loading cycles for each investigated specimen is listed in Table 1. The final point of the study 
(specimen Т4_07) is chosen because after applying NC = 3300 cycles a short surface crack is clearly seen 
at the hole vicinity. After finishing of cyclic loading, the deformation and force fracture mechanics parameter 
are determined for cracks propagating in the material that is undergone to the influence of local elastic-
plastic strains. Before performing the first symmetrical notch all specimens are subjected to constant one-
axis tensile load that correspond to nominal stress σ0 = 53.1 МPа. Three successive symmetrical notches 
are used for modeling the process of the crack growth. Averaged total lengths of these notches counted 

from the hole edge in one direction are 1
~a =2.0 mm, 2

~a = 4.0 mm and 3
~a = 6.0 mm. Measured values are 

in-plane displacement components related to some specific points, which are located at the crack borders. 
Interference fringe patterns obtained for specimen Т4_08 with the material in initial state are shown in 
Fig. 1. These images correspond to the first crack length increment. Interference fringe patterns obtained 
for specimen Т4_05 after applying NC = 1800 cycles are shown in Fig. 2 and Fig 3 for the first and the 
second crack length increment, respectively. 

                                         
                                                           a                                                                  b 

Fig. 2 Specimen T4_05. Interference fringe pattern for in-plane displacement component u (a) and v (b). 
Initial crack length a0 = 0 with increment ∆a1– = 2.24 mm (left) and ∆a1+ = 2.18 mm (right) 
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                                                         a                                                                   b 

Fig. 3 Specimen T4_05. Interference fringe pattern, obtained in terms of in-plane displacement  
component u (a) and v (b). Initial crack length a1– = 2.44 mm with increment ∆a2– = 1.56 mm (left); 

initial crack length with increment ∆a2+ = 1.97 mm (right) 

4 MAIN RESULTS 

The dependencies of relative crack opening values for the first left )( 1
+a  and the first right )( 1

−a  cracks 
from the loading cycle number NC are shown in Fig. 4. The main feature of these distributions is the 
availability of the detectable splash that corresponds to NC = 1800 cycles. This fact is of considerable 
interest in the course of the formulation and verification of deformation fracture criteria. 

 

Fig. 4 Dependencies of relative crack opening values for the first left )( 1
+a   

and the first right )( 1
−a  cracks from the loading cycle number 

The dependencies of SIF values n
IK  against the crack length, which are obtained at different stage of local 

elastic-plastic deformation process due to low-cyclic fatigue loading, are shown in Fig. 5. The transfer from 
measured in-plane displacement components to SIF and T-stress values is performed by modified version 
of the crack compliance method [8]. Careful understanding of presented information, which is obtained for 

the first time, needs some additional efforts. It should be however noted that the differences between n
IK -

values, which correspond to the different loading cycle number NC, is quite detectable. Developed approach 
is capable of fast obtaining experimental data for any cycle of interest under the same cycle parameters. 
Moreover, such investigations could be performed in analogous way for loading cycles with various 
parameters. The latter fact is of great importance from the standpoint of the formulation of force fracture 
criteria. 
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The dependencies of non-singular T-stress values nT  from the crack length, which are obtained at different 
stage of local elastic-plastic deformation process due to low-cyclic fatigue loading, are shown in Fig. 6. A 

difference between nT values that are related to the different numbers of loading cycles NC is quite 
detectable. The comparison of the dependencies shown in Fig. 5 and Fig. 6 are of specific interest. 

 

 
 

Fig. 5 Dependencies of n
IK -values from the crack length for different stages of cyclic loading  

 

 
 

Fig. 6 Dependencies of 
nT -values from the crack length for different stages of cyclic loading 

 

The dependencies of singular and non-singular fracture mechanics parameters from the loading cycle 
number are shown in Fig. 7a and Fig. 7b. These dependencies are constructed for fixed crack length. 
Presented distributions have pulsing feature corresponding to NC = 1800 loading cycles that has been 
revealed for relative crack opening (see Fig. 4). 
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                                            a                                                                                    b 

Fig. 7 Dependencies of n
IK  (a) and 

nT (b) values from the loading cycle number NC 

for fixed crack lengths 

5 CONCLUSION 

The novel method for obtaining experimental data, which reveal real deformation processes near the crack 
tip at different stages of cyclic loading, is developed and implemented. The measurements of local in-plane 
displacement components immediately along borders of the notch used for the crack modeling are the main 
feature of the developed technique. The transfer from measured in-plane displacement components to SIF 
and T-stress values is performed by modified version of the crack compliance method. First, the 
dependencies of SIF and T-stress values from the crack length for the fixed loading cycle number are 

obtained by this approach. Second, the dependencies of n
IK  and nT values from the loading cycle number 

NC for fixed crack lengths are constructed. Obtained information, which describes the influence of fatigue 
damage accumulation on the value of singular and non-singular fracture mechanics parameters, is 
essential for the formulation and verification of fracture criteria. 
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Abstract: Constant expansion of new materials requires fretting or fatigue machines in order to test their 
failure. In many cases tests must be performed in severe conditions and at high frequency. These 
requirements come from the use of the materials in highly demanding applications. At the same time it is 
expected to reduce the time required to characterise such materials. Piezoelectric actuators are more and 
more common in testing machines, but they still reach limitations in terms of maximum displacement, 
cycling frequency or power. In order to cope with these issues, Cedrat Technologies has been investigating 
solutions. In this paper long stroke and high frequency actuators, coupled with powerful driving control are 
introduced. These actuators are based on piezoelectric materials and can be easily integrated into the 
fatigue machines. In order to improve precision of these tests, two of the most common displacement 
sensors used in smart actuators are also presented in this paper.  

Keywords: Piezoelectric actuator; ECS sensor; Switching amplifier; Heat management  

1 INTRODUCTION  

Most common systems used these days for fatigue machines are based on servohydraulics actuators. 
Although these systems provide high force and long stroke they are limited in terms of frequency, speed or 
acceleration. Due to these limitations fatigue machines based on smart actuators have the advantage over 
the hydraulic systems in terms of response time and cost. Especially piezoelectric actuators are good 
candidates [1, 2]. This type of propulsion presents many advantages over the conventional systems. It can 
provide good accelerations with high amounts of force. At the same time integrated displacement sensors 
allow precise measurement for closed loop control system. Recently, Cedrat Technologies has developed 
new actuators and a dedicated high power supply that are adapted to testing machines.  

First development was concentrated on improving the actuator maximum displacement. Typically available 
piezoelectric actuators reach stroke limitation above 1mm. In order to extend this boundary Cedrat 
Technologies has developed a new actuator that doubles this limitation. A second development concerned 
increasing the actuator maximum driving frequency. The frequency limitation derives from self overheating 
of the piezoelectric ceramics, which is a huge problem. Sufficient cooling systems allow increasing the 
driving frequency and at the same time prevent overheating. However a higher driving frequency requires 
sufficient power supply for the piezoelectric components. The current need increases linearly with the 
driven frequency. Development of the power supply for piezoelectric actuators is presented in this paper. 
Final improvement was concentrated on the displacement sensors used for precise control and possible 
closed loop systems. Current position measurement is based on strain gauges. A new option for 
displacement measurement is an eddy current sensor integrated in the actuator. Both systems are 
presented and described in this paper. 

2 LONG STROKE ACTUATOR 

Maximum stroke increase of piezoelectric actuators is subject to extensive research. Typically the 
maximum displacement generated by piezoelectric ceramics is limited to a 0.1% elongation. This value 
depends on the type of the ceramics. With mechanical amplification this value can be increased 10 times. 
For many years Cedrat Technologies has been producing mechanically amplified actuators within the most 
compact volume. This patented mechanism used with piezoelectric ceramics is called amplified 
piezoelectric actuator (APA®). Up till now the maximum displacement of these actuators was 1mm.  
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Over the last year intensive research was performed in order to double the available stroke of an APA®. 
The research was based on the standard actuator APA1000L, which provides nearly a 1mm stroke and 
uses stack of 6 (10x10x20mm³) piezoelectric ceramics to generate displacement. The idea was to keep the 
same number of the ceramics and to increase the amplification ratio of the mechanism.  

Based on simulations work an increase of amplification ratio was shown to be possible, in order to reach 
the required displacement. First measurements with standard ceramics showed that the displacement of 
the actuator was doubled compared to previews products. The new actuator provides a 1967µm stroke. 
The amplification ratio is now multiplied by 15. It is the biggest amplification ratio obtained so far with this 
type of an actuator. Furthermore the maximum force obtained with this actuator is 60N. Based on blocked 
force value and displacement measurements this actuator generates 15mJ of energy. The developed 
actuator was named APA2000L (Fig. 1). A derivate called the APA1500L has also been design, which 
produces a stroke of 1480µm and a blocked force of 121N. When more force is needed, two identical 
actuators may be set up in parallel to double the available force, with the same stroke. 

Maximum speed and acceleration of the actuator depends on the driven frequency. With piezoelectric 
actuators, there are two configurations in which they can be used. The first configuration is called Blocked – 
Free. In this condition one extremity of the actuator is attached to a rigid base while the other one is free. 
The second configuration called Free – Free is when both actuator extremities are not rigidly fixed. Due to 
these two configurations the resonance frequency varies and changes the maximum driving frequency. The 
APA2000L can be driven up to 30Hz in Blocked – Free condition and up to 150Hz in Free – Free condition. 
The generated acceleration is quite huge regarding to the offered displacement. For the Blocked – Free 
condition the actuator can reach acceleration of 37m/s² and in Free – Free condition it can reach 1740m/s². 

 

Fig. 1 Long stroke amplified piezoelectric actuator APA2000L. 

The developed actuator, has a compact dimensions of 140x10x28mm³ (length x width x height), and can be 
easily integrated in fatigue mechanisms. The increase of maximum displacement, improved performance 
and doubled the stroke of typical actuators, together with high generated energy can be sufficient in fatigue 
of fretting testing.  

3 HIGH FREQUENCY ACTUATOR 

Due to excessive overheating of the piezoelectric ceramics, the use of piezoelectric actuators in high 
dynamic conditions is limited. In many cases the maximum operating temperature is limited to 85°C. With 
this limitation the actuators can be used only for a few moments at maximum frequency, typically one or 
two minutes, depending on the driven frequency. In order to overcome this issue it was decided to develop 
an actuator that could work at high frequency for a long period of time.  

Development of an actuator with a sufficient cooling system was investigated at Cedrat Technologies. 
Some precautions are needed: A piezo actuator has to be encapsulated in order to use a cooling system 
and the cooling fluid must be compatible with piezo ceramics.  
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 (a) (b) (c) 

Fig. 2 Regular PPA80L (a), Encapsulated PPA80L-E (b) and thermal image at high frequency (c). 

Two-stage architecture was made with internal cooling system that is used to extract the heat from the 
ceramic to the encapsulation, and an external system that employs compressed air and radiator fins in the 
encapsulation to improve heat extraction. A developed prototype was based on a standard parallel pre-
stressed actuator PPA80L, renamed PPA80L-E for identifying the encapsulation (Fig. 2). This actuator has 
been tested in order to verify both cooling systems. Significant improvement of the actuator in terms of 
maximum driving frequency has been observed.  

In the first test the internal cooling system was tested alone. Based on this test it was observed that the 
PPA80L-E can be driven at 230Hz constantly. Monitored temperature of the ceramics stayed below the 
critical temperature value. During long cycling test the actuator has performed 170 million cycles during  
8 days. During this period the actuator was turned off and on couple of times. These activities allowed to 
obtain heat up and cooling graphs of the actuator. The heats up curves of the regular and encapsulated 
actuators were compared (Fig. 3). Working at 230Hz, regular actuator reaches 81°C in 1:07minute and 
should then been stopped to prevent damages. At the same time the encapsulated actuator can work 
constantly at that frequency.  

 

Fig. 3 Heat up curves of the PPA actuators with and without cooling system driven at 230Hz. 

 

Promising results led to testing the external cooling system, this just requires plugging the actuator into a 
compressed air supply. The air pressure was set to 0.25bar. With both cooling systems working, the 
maximum driving frequency was increased up to 1000Hz in continuous running. The external system, 
based on optimised flow of compressed air, allows an increase in the driving frequency by a factor of 4 
compared to using the cooling fluid only.  

The developed actuator with cooling system can be used at high frequency in many different applications. 
One of these applications can be integration in the fatigue mechanism, where using higher frequencies 
reduces testing time and increases efficiency of the machines. 

4 SENSOR INTEGRATION 

The most common sensors integrated in the piezoelectric actuators are strain gauges. This type of sensor 
presents many advantages which include good reliability, conditioning and accuracy. The strain gauge is 
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directly glued to the ceramics and measures strains on the piezoelectric component, which is then 
converted by the conditioner into a standard ±10V signal. Calibrated output signal is proportional to the 
displacement of the whole actuator with a specific gain value.  

Although this sensor presents many advantages, the measured displacement in APA® actuator is indirect 
due to mechanical amplification. This means that displacement of the actuator is measured on the base of 
the ceramics displacement. This solution works well, as long as the actuator is not subject to dominant 
external forces. Unfortunately, it is often the case in fatigue or wear test benches. 

The possibility of a direct measurement of the displacement in APA® has been investigated. A solution was 
developed with an eddy current technology probe. This sensor allows for a contactless and direct 
measurement of the actuator displacement.  

Promising results of the prototype introduced in previous publications [3, 4] induced further investigation of 
ECS sensor integration in standard actuators. The integration of the sensor in the APA® actuators was 
initiated by designing support that could be integrated in the actuator. Three supports were manufactured 
and tested in order to choose the best configuration. First two supports were measuring displacement of the 
actuator between two extremities. Third version was attached at ceramics level and measured 
displacement of the actuator extremity relatively to the position of the ceramics.   

Evaluation of designed supports was based on thermal testing and measurements at low and high 
frequencies. Measurements at different frequencies showed which support type gives the best sensitivity 
with narrow hysteresis. Thermal tests clarified the actuator stroke measurement error caused by 
temperature variation. It was observed that one of the supports extinguish with good results from two others 
(Fig. 4). This type of support due to small dimensions provides the best sensitivity at different frequencies 
with small signal error coming from temperature variation.  

The ECS probe mounted inside the APA® shape allows direct measurement of the actuator extremity 
displacement. The compact dimensions of the probe and the fixing method do not increase the total volume 
of the actuator. At the same time the hysteresis correction and thermal behaviour presented the best 
conditions with the selected support.  

 

Fig. 4 ECS with special support integrated in the APA. 

Both presented sensors can be easily used and integrated in fatigue test benches. Signals coming from the 
sensor can be used for monitoring and controlling the actuator. Displacement measurement can provide 
information about fatigue or fracture propagation in the tested samples. Based on this data the closed loop 
control system can adjust testing parameters in real time. 

5 HIGH POWER AMPLIFIER 

One advantage of piezoelectric actuator for fatigue testing machines is the opportunity to work at high 
frequency. But with big actuators, this requires high power amplifier, as the current need is proportional to 
the frequency. The most common amplifiers used for driving capacitive loads are linear amplifiers. Although 
this type of amplifier provides smooth supply signals with low output noise (THD), their configuration causes 
huge power losses. At the same time power and current values require large components and heat sinks 
that make this amplifier massive. Due to this disadvantage the maximum current value is limited (Fig. 5).  

It became necessary to develop a new amplifier for overtaking the limitation in current. In order to get an 
amplifier capable to generate more power, a new configuration based on switching topology was 
investigated. This configuration enables to obtain much more power with negligible losses that makes this 
amplifier very efficient. Developed portfolio of switching amplifiers obtained the name SA75. 
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Fig. 5 Power capabilities comparison of a switching amplifier (SA) and linear amplifier (LA)  
on a PPA80L actuator 

The design of the amplifier has concentrated on driving capacitive loads, particularly piezoelectric 
actuators. The low voltage piezoelectric materials require a driving range between -20 and 150V (170Vpp). 
At the same time, driving these actuators at high frequency requires high current values. Following the 
requirements, the developed amplifier can provide up to 20A continuously, in the SA75D version. This 
value is sufficient enough to drive one large actuator (like actuators from the L or XL range from Cedrat 
Technologies) at high frequency or couple actuators in parallel.  

 

Fig. 6 Current measurement of the PPA80L-E driven with SA75D at 1300Hz. 

Tests with the SA75D and PPA80L-E showed that this amplifier can easily provide 18.3A peak value while 
driving the actuator at 1300Hz (Fig. 6). In these conditions, the PPA80L provides 3500N and a stroke of 
94µm. At 1300Hz, the mechanical reactive power stored in the actuator is 1.3kVA, whereas the maximum 
electric reactive power provided by the amplifier is 1.5kVA [5]. Power consumption gets a benefit from the 
low losses of switching technology. Moreover, an energy recovery system has been included for driving 
capacitive loads. Finally, at maximum driving parameters (20A and 170Vpp) the required active power is 
less than 100W.  

Low power consumption and recovery system allowed using smaller and less massive components. The 
mass of the core amplifier is less than 850g with total volume of 100x100x100mm³. The power ratio of the 
amplifier is 1.75kVA/kg. 

6 APPLICATION NOTES 

Piezo actuators are easily controllable, this makes them versatile for test machines or for particular 
methodologies. Due to the proportional relation between voltage order and actuator displacement the 
fatigue excitation or fretting stroke on the sample can be easily set up. Additionally the signal shape can be 
adjusted to the requirements. A large variety of signals can be applied to the actuators: from the most 
common continuous sin, square, sawtooth, triangle signals to a personally-created signal that can vary in 
amplitude or over time. 

In fretting test benches, which are used to produce the wear of two surfaces, the amplitude of the relative 
sliding motion is in the order of magnitude of a few microns to millimeters. Piezoelectric actuators are a 
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good choice for this application, offering easy control and high speeds. Their intrinsic mechanical stiffness 
is an additional advantage for the application. 

For fatigue machines a piezoelectric actuator may be coupled with a hydraulic actuator to get the benefit of 
both technologies. This is the choice that Fraunhofer LBF (DE) has made. They developed a hybrid high 
cycle fatigue (HCF) testing machine used to investigate the high frequency properties of different materials, 
with a low-frequency hydraulic actuator for a frequency band between static to 50 Hz and a high frequency 
piezo actuator system for frequencies up to 1000Hz (Fig. 7). 

    

Fig. 7 Hybrid high cycle fatigue (HCF) testing machine using 4 APA230L (Courtesy of Fraunhofer LBF) 

Since the introduction of our devices in that field, laboratories such as LAMCOS (Fig. 8) or LMT and 
industrial such as AIRBUS or EPT (Electronics Precision Technology) have tested and approved our 
technology for fretting. 

 

Application: Impact or sliding testing  

Temperature: up to 500°C 

Horizontal mouvement:  
- Shaker Gearing Watson V 100 SS 600 
- Sinusoidal Force peak 778N 
- Maximum Acceleration Peak 981m/s² 
- Maximum Velocity Peak 1.65m/s 
- Maximum Displacement pk-pk 12.7mm 

Vertical Mouvement: 
- Piezoelectric actuator APA 120 ML  
- Sinusoidal stroke 0 to 70µm 
- Bloqued force 1400N 
- Maximum frequencu Blocked-free 1750Hz 

Forces sensor 
- KISTLER 9251A 
- Measurement of impact forces and 
tangential rubbing forces 

Fig. 8 IMPACT II: APA120ML actuator for impact or normal force control (Courtesy of LAMCOS) 

7 CONCLUSIONS 

Presented development of the new piezoelectric actuators can bring advantages in fatigue and fretting 
testing machines. Encapsulated actuator with integrated cooling systems (PPA80L-E) allows performing 
tests at high frequency, up to 1000Hz. This parameter reduces time and/or improves efficiency of testing 
machines. The switching amplifier range SA75 provides sufficient power to drive big piezoelectric actuators 
at high frequency. Presented test results shows that this amplifier can drive the encapsulated actuator at up 
to 1300Hz. At the same time real power consumption stays below 100W. Long stroke actuators 
(APA2000L) generate two times larger displacement compared to standard actuators, with maintained 
dynamic capacities. For complete mechanism, a displacement sensor can be integrated in the piezoelectric 
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actuators. Displacement sensor based on the eddy current effect (ECS) can be used for monitoring and 
controlling the actuator.  
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Abstract: Generally the critical distance stress theory was applied for the fatigue limit estimation of 
general structures using fatigue limit of smooth specimen (σw0), and threshold stress intensity factor range 
(∆Kth). In this paper we extended this method for the estimation of low cycle fatigue life too. In this method 
we define the critical distance (rc’) on static strength conditions, which is calculated using ultimate tensile 
strength (σB) and fracture toughness (KIC), in addition to the critical distance on fatigue limit condition (rc). 
Then the critical distances of any low cycle fatigue conditions can be calculated by interpolation of critical 
distance on fatigue limit (rc) with critical distance on static strength (rc’). By unifying these low cycle fatigue 
life estimation method with high cycle fatigue limit estimation method we can estimate the full range fatigue 
life easily. And to confirm the availability of this estimation method we perform the fatigue test for any stress 
concentration specimens and some actual industrial structures such as fretting structures and shaft 
couplings. 

Keywords:  Low cycle fatigue, Stress intensity factors. Critical distance stress theory. Fretting fatigue, 
Contact edge, Oldham’s shaft coupling 

1 INTRODUCTION  

In general the critical distance stress theory (point method and line method) were used for estimation of 
fatigue limit with any shape structures. In this method the fatigue limit can be obtained using typical material 
strength parameters such as the fatigue limit of smooth specimen’s σw0 and the threshold stress intensity 
factor range ∆Kth of the cracked specimens. In the case of point method, the fatigue failure supposed to 
occur when the stress range at specific length rc from maximum stress point reach ∆σw0. This rc can be 
derived as follows.                                

         rc=(∆Kth/∆σwo)2/2 π                      (1) 

In this paper we extended this method to the low cycle fatigue regions. Then I will explain this development 
in detail. Firstly the critical distance in low cycle fatigue region is derived by interpolating between critical 
distance in fatigue limit as shown in above and critical distance in static strength. This static strength critical 
distance can be derived using ultimate strength of smooth specimen σB and the fracture toughness KIC of 
the cracked specimen as follows.  

                   rc’=(KIC/σB)2/2 π           (2) 

The critical distance in each stress level is 
calculated by interpolation of critical distance on 
fatigue limit (rc) with critical distance on static 
strength (rc’) as shown by chain line in            Fig. 
1(right). The critical distance on objective conditions 
(structure, load) can be estimated by reflecting the 
stress distributions of objective structure as shown 
by dotted line in Fig. 1(right). The low cycle fatigue 
life in this objective condition can be estimated by 
applying this reference stress σ at critical distance r 
on S-N curve of smooth specimens as shown in  Fig. 
1(left upper).                

Fig.1  Derivation of specific distance in low cycle fatigue 
region and estimation of low cycle fatigue life 
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2 APPLICATION ON GENERAL STRESS CONCENTRATION SPECI MENS  

To confirm the validity of this critical distance approach we applied this method on low cycle fatigue life 
estimation of circle hole specimens. Smooth specimen and circle hole specimen used on this test are 
shown in Fig. 2, and material properties of SS400 steel are shown in Table 1.  S-N curve of the smooth 
specimens is shown in Fig. 3. And Critical distance on fatigue limit  rc and on static strength rc’ are 
estimated using Eq.(1),(1)’ and (2),(2)’ as 0.077mm and 1.24mm respectively, and shown in Figs.4,5 by 
●points.   

                                                                                   (mm)             (1)’ 

                                                                                          (mm)           (2)’ 

 

 

 

 

 

(a) Smooth specimen                               (b)   Circle hole specimen 

Fig. 2   Dimensions of smooth and circle hole specimens 

                                                                                             Table 1  Mechanical properties of SS400 steel   
By interpolating these two points the critical  
distances on arbitrary conditions are estimated as 
solid line(predict line) in Fig. 4,5. The critical distance 
of circle hole specimens on each loading condition 
can be estimated as the cross point of these stress 
distributions lines on each loading conditions with 
interpolation line (predict line) as shown in Fig. 4,5. 
And by reflecting the stress σ on this cross point on 
S-N curve of smooth specimens we can estimate the 
fatigue life of each loading condition of each circle 
hole specimen. 

By repeating this estimation we can estimate the S-N 
curve of each circle hole specimen as shown in Fig. 
8,9 by solid line. These estimated results coincided 
well with the experimental results shown as symbol ■ 
in each Figures. 

Fig. 3   S-N curve of smooth specimens (SS400)  

 

 

 

 

 

 

 

 

 

 

Fig. 4  Stress distributions in circle hole specimen         Fig. 5  Stress distributions in circle hole specimen   
with circle diameter 4mm on each nominal stress        with circle diameter 10mm on each nominal stress 
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Fig. 6  Estimated and experimental S-N curves of         Fig. 7  Estimated and experimental S-N curves of  
circle 4mm specimens                                                                   circle 10mm specimens 

3  APPLICATION ON FRETTING FATIGUE STRUCTURES  

Then we will apply this extended critical distance theory on the fretting fatigue life prediction. In Fig. 8 (left 
upper) the S-N curve of Ni-Mo-V steel smooth specimen in complete reversed loading conditions (R=-1), 
and in Fig. 8 (left under) the crack propagation characteristic of cracked specimen is shown. From these 
material characteristics we can obtain the critical distance rC is 0.011mm and rC’ is 2.13mm as shown in Fig. 
8 (right). The stress distributions in fretting conditions were calculated using FEM model as shown in Fig. 9. 
The calculated example of stress distribution near the contact edge is shown in Fig. 10. The mean contact 
pressure σp and mean axial stress σa in this case are 200MPa and 100MPa respectively. 

The critical distance on each loading conditions can be estimated by reflecting these stress distributions on 
Fig. 8 (right) as shown by dotted line. The low cycle fretting fatigue life in this loading condition (σa is 
200MPa) can be estimated by applying this stress level at critical distance (490MPa) on S-N curve of 
smooth specimens as shown in Fig. 8(left upper). By connecting these fretting fatigue life on each stress 
level we can estimate the fretting fatigue S-N curve as shown in solid line in Fig. 11. These estimated S-N 
curve coincided well with experimental results as shown by symbol ○. 

 

 

 

 

 

 

 

 

 

 

Fig. 8  Derivation of specific distance in low cycle fatigue region and estimation of fretting fatigue life 

 

                                                                                           

 

 

 

   

Fig. 9  FEM Fretting model                            Fig. 10  Calculated result of stress distributions 
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                  Fig. 11  Estimated and experimental fretting fatigue  S-N curves 

4 APPLICATION ON OLDHAM’S SHAFT COUPLINGS 

Finally we applied this fatigue strength and life estimation methods on the general machine elements such 
as Oldham’s shaft couplings as shown in Fig. 12. This shaft coupling composed of drive and follow hub 
made in aluminium alloy (A2017)   and disk made in PEEK. Mechanical properties of both materials are 
shown in Table 2.  And also the critical length rC and rC’ calculated from these material properties and 
Eq.(1),(2) are shown in Table 2. And  S-N curves of smooth specimens made from A2017 and PEEK are 
shown in Fig. 13 and Fig. 14 respectively.  FEM stress analysis for each elements under operating torque 
of T=160N-m are shown in Fig. 15, and16 respectively.   

                                                                                                                                                                                                                      

                                                                                    

 

 

 

 

 

 

                                    Fig. 12  Schematic figures of Oldham’s shaft coupling 

Table 2  Mechanical properties and critical length of each materials 

 ∆σW0 
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∆Kth 

(MPa√m) 

σB 

(MPa) 

KⅠC 

(MPa√m) 

rC 

(mm) 

rC’ 

(mm) 

PEEK 88 3.0 118 14.0 0.33 1.93 

2017 134 8.0 430 29.3 0.568 0.74 

 

 

 

 

 

 

 

 

 Fig. 13  S-N curve of PEEK smooth specimens         Fig. 14  S-N curve of A2017 smooth specimens 
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Fig. 15  FEM stress analysis of PEEK Disk     Fig. 16  FEM stress analysis of A2017 Hub                      
(T=160N-m)                                                                                                        (T=160N-m) 

By plotting these stress distributions on the critical distances graphs we can obtain the fatigue life of these 
elements under each loading torques. Application result of these methods on PEEK Disk element is shown 
in Fig. 16, and we can get the estimated S-N curve of PEEK Disk element as shown by solid line in Fig. 17. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17  Critical distances and stress distributions in PEEK Disk under each loading torque 

 

Fig. 18  Fatigue test apparatus for                                 Fig. 19  Estimated and experimental S-N curves of 
Oldham’s shaft coupling                                                    Oldham’s shaft coupling                                                                                               
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By the same way we get the estimated S-N curve of A2017 Hub element as shown by dashed line in Fig. 
19. 

To confirm the validity of these methods we perform the fatigue test of Oldham’s shaft couplings. The 
fatigue test apparatus is shown in Fig. 18. In this fatigue test apparatus the repeated torque is loaded by the 
canti lever. The Experimental results are shown in Fig. 19 by the symbol ●, in whole cases the fatigue 
failure occur in the PEEK Disk elements. These experimental results coincided well with the estimated 
results shown by solid line, and we can confirm the validity of these fatigue life estimation method using 
critical stress theory. 

5 CONCLUSIONS 

(1) We present new fatigue life estimation method using critical distance stress theory. In this method the 
critical distances of any low cycle fatigue conditions can be calculated by interpolation of critical 
distance on fatigue limit (rc) with critical distance on static strength (rc’), and  here (rc) can be calculated 
using fatigue limit (σw0), and threshold stress intensity factor range (∆Kth) and (rc’) can be calculated 
using ultimate tensile strength (σB) and fracture toughness (KIC). 

(2) Firstly we applied this method to the central circle hole specimens made by SS400 steel, and we 
confirm the good agreement with experimental results. 

(3) Then we applied this method to the fretting fatigue structures made by Ni-Mo-V steel, and we confirm 
the good agreement with experimental results. 

(4) Finally we applied this method to the Oldham’s shaft couplings made by PEEK Disk and A2017 Hub, 
and we confirm the good agreement with experimental results. 
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FATIGUE DAMAGE EVOLUTION IN CFRP USING DIC     
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Abstract: Damage evolution has been studied in carbon fiber reinforced plastic (CFRP) specimens 
subjected to fatigue loading under various conditions (tension-tension, tension-compression and 
compression-compression). Digital image correlation (DIC) has been adopted to obtain full field surface 
strains. Since delamination initiation is a local phenomenon, its effect on global parameters is not 
significant. Further, the delamination affects transverse strain more than the longitudinal strain. 
Consequently, local transverse strain was found to be a better indicator of delamination. Ratio of transverse 
strain to applied stress near the initiated delamination was tracked with number of fatigue cycles. Plot of 
variation of this transverse stiffness had scatter and waviness due to large displacements and lag between 
load data and images used for DIC respectively. Scatter was eliminated using different reference images 
and waviness was avoided using sine curve fit to obtain maximum transverse strain in a cycle. Variation of 
the local transverse stiffness with number of fatigue cycles indicates that the damage evolution occurs over 
2-3 stages. In each stage, there was a stable crack growth with drastic increase in damage between the 
stages. Preliminary studies seem to indicate that these stages correspond to different damage mechanisms 
(matrix cracking, fiber matrix debonding, fiber breakage) over different periods during the fatigue life. 
Fatigue life curves were generated for different R-ratios and run-out lives were determined.        

Keywords: CFRP; fatigue; damage evolution; DIC; transverse strain 

1 INTRODUCTION  

Fibre reinforced composite materials are widely used for last few decades as an alternative material to the 
conventional metallic materials in a variety of applications. This is mainly due to their high strength to 
weight ratio as well as high toughness. Application in various critical areas necessitates the understanding 
of the damage and failure mechanism of the fibre composites under cyclic loading. General features in the 
damage of composite materials subjected to fatigue loading are attributed to the matrix cracking in the off 
axis plies, fibre/matrix debonding, delamination and fiber fracture. However, the failure behaviour of 
laminated composites is complex and mainly depends on the properties and the volume fraction of the 
individual constituents, fibre orientation, lay-up sequence and the fabrication process [1]. The damage 
developed in composite materials subjected to cyclic loading has little or no effect in reducing the 
longitudinal modulus, but has a significant reduction in Poisson's ratio [2,3,4]. Hence, the reduction in global 
stiffness in the longitudinal direction is not significant to characterize the fatigue behaviour [2,5]. There exist 
many experimental techniques such as replication technique, X-ray radiography, eddy current, acoustic 
emission etc., for detecting different damage modes that occur during the fatigue of composites [6]. In the 
present study, it is proposed that the reduction in local transverse stiffness of a specimen can be a 
parameter to estimate the fatigue damage in composite materials. This reduction in local transverse 
stiffness is measured in terms of local transverse strain. This local transverse strain has been obtained from 
the full field surface strain measured using DIC technique. Further, local transverse strain is used to map 
the damage evolution in CFRP. Certain issues in synchronised acquisition of images and subsequent DIC 
have been discussed and solutions have been suggested. 

2 FATIGUE TESTING OF CFRP  

In this work, elaborate well-controlled experiments have been conducted to understand fatigue damage in 
CFRP composites. Fatigue tests have been conducted at three different stress ratios (R=0.5, 2 & -1). The 
specimens used for fatigue test are 17 layered carbon fiber (HS Carbon UD Fabric G0827-B1040-HP03-
1F) and epoxy resin (Epolam 2063) composites with the stacking sequence of [+45/90/-45/0/+45/0/-
45/0/90]s. The gripping sections of the specimens are strengthened by adding glass fibre reinforced plastic 
tabs to avoid failure at the gripping portion. The dimensional details of the specimen used for tension-
tension, compression-compression and tension-compression fatigue tests are shown in Fig. 1(a) and 1(b). 
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Specimens used for compression mode fatigue tests have shorter gage length to avoid buckling. The 
specimens were supplied by National Aerospace Laboratory, Bangalore. 

     

                                              (a)                                                                                   (b) 

Fig. 1 Schematics of the specimens used for (a) tension-tension; (b) compression-compression and 
tension-compression fatigue tests (all dimensions are in mm) 

 

 

Fig. 2 Experimental set-up 
 

Fatigue tests have been conducted using a 100 kN INSTRON 8801 fatigue testing machine. The 
experimental setup (photograph shown in Fig. 2) consists of two cameras, one on either side of the 
specimen, to acquire images of the speckle pattern introduced on the specimen and 4 light sources (LED 
lamps) to illuminate the specimen surface. In addition, two support plates with teflon pads are mounted on 
either sides of the actuator to ensure alignment of loading axis during fatigue tests in compression mode. 
The specimen is gripped between hydraulic wedge grips of size 50 mm x 50 mm with flat carbide coated 
surf alloy jaw faces. 

Speckles are introduced on the specimen through spray painting and these speckle patterns are tracked 
with time to obtain strains on the surface using digital image correlation (DIC). DIC is a non-contact full field 
image analysis technique for measuring displacement and strain from relative motion of the speckle 
patterns. This technique correlates the gray values on digital images captured before and after the 
deformation of the specimen to obtain the full field strain. For unique correlation, the technique compares 
the gray intensity over a small square region of pixels called subset instead of a pixel. By tracking the 
subset on the digital images, the system measures the average surface displacement and strain of a pixel 
at subset centre. In similar fashion, all the subsets of the digital images can be tracked to find the full field 
surface displacement and strain [7].  

3 DAMAGE MONITORING THROUGH TRANSVERSE STRAIN MEASUREMENT 

During preliminary tension-tension fatigue tests, it was found that there is less than 2% reduction in the 
global longitudinal stiffness even after considerable visible delamination in the specimen. This may be 
because, damage initiates locally and may not modify global longitudinal stiffness significantly until it is 
critical. Moreover, it is observed that plies do bend locally in transverse direction after delamination. Hence, 
it has been assumed that change in local transverse stiffness along the thickness direction is a better 
indicator of delamination. To evaluate the local transverse stiffness, it is required to measure the local 
transverse strain in the specimen. Since the location of damage initiation is not known a priori, DIC 
technique has been used to get the full field strain data. This strain data would lead to the identification of 
damage zone on the free surface along the thickness direction, over the gage length of the specimen. 
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3.1 Digital imaging and damage zone detection 
For strain measurement using DIC, images of speckled lateral faces along the thickness direction of the 
composite specimen have been captured at specified frame rate using two charge-coupled device (CCD) 
cameras during fatigue tests. For fatigue experiments with f = 1 Hz, 10 images of each lateral surface are 
captured per cycle with a dwell period of 99 cycles. For fatigue experiments with f = 5 Hz, 6 images of the 
each lateral surface are captured per cycle for two cycles with a dwell period of 198 cycles. These images 
of speckled patterns are then correlated with image of the speckle pattern on the specimen in undeformed 
condition. From this correlation, transverse strain contour plots are obtained. Any significant local damage 
in the specimen would reflect in these contour plots. The damage zone/area on the lateral faces along the 
thickness direction of the composite specimen were identified by observing these transverse strain contour 
plots and then the transverse strain at the location was tracked as a function of number of cycles to 
understand the damage evolution with number of cycles. 

3.2 Evolution of maximum local transverse strain 
Fig. 3a shows the transverse strain contour plot for a typical tension-tension experiment (R = 0.5, σmax = 
600 MPa and f = 1 Hz). After identifying the damage zone from this plot, a point (i.e., a pixel) close to the 
damage zone is considered as a critical point for finding strain variation with cycles. The local transverse 
strain of this critical point has been extracted from the first image of each cycle (10 images captured/cycle) 
for the entire test. The variation of this local transverse strain divided by the longitudinal stress is plotted 
against the number of cycles (Fig. 3b). Small waviness and large scatter beyond 40,000 cycles can be 
observed in the shown plot. The large scatter is observed only after visible delamination, which in turn leads 
to large local transverse strain [8]. The waviness may be due to the time lag between the load data 
acquisition and image captured. To avoid this lag, peak strain was estimated by fitting a sinusoidal curve to 
the strains obtained from DIC of images and peak load was obtained from the data acquired during each 
cycle. Ratios of these peaks were used for plotting instead of loads and strains at any random instant of 
time. For obtaining the best fit sine curve, the strain variation for each cycle was assumed as follows: 

)cos()sin()sin( tCtBAtAY ωωφωλ ++=++=                                                    (1) 
where A is mean strain, λ is strain amplitude, ω is the frequency of strain data acquired and ϕ is phase 
angle. Linearization of the equation with respect to A, B and C as shown gives B = λcos(ϕ) and C = λsin(ϕ). 
The values of A, B and C can be obtained from linear fit using least square method for different ω. Value of 
ω could be obtained by minimizing the error using these fitted parameters for different chosen values of ω.  
The variation of ratio of maximum local transverse strain to maximum applied longitudinal stress is as 
shown in Fig. 3c. It can be observed that the waviness has been eliminated by plotting the maximum local 
transverse strain variation with cycles. The change of slope in strain variation is indicated as different 
stages in the plot. These stages may correspond to different damage modes/mechanisms in the 
composites during fatigue. Further, the cycle at which the visible delamination, as observed from the 
images, occurs was found to correlate with the onset of scatter in the plot. It can be concluded that the 
variation of local maximum transverse strain in the specimen during fatigue cycling clearly indicates the loss 
of stiffness even before the visible delamination occurs. The method of elimination of scatter in the strain 
plot after the initiation of visible delamination has been explained in the result section. 

 
        (a)                                                               (b)                                                               (c) 

Fig. 3  (a) Transverse strain contours of the specimen at 37000 cycles; Variation of (b) (ϵy)local)/σx;              
(c) (ϵy)max/(σx)max with number of cycles for the fatigue test with R = 0.5, σmax = 600 MPa and f = 1 Hz with 

undeformed state as reference image 
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Fig. 4  Variation (ϵy)max/(σx)max with number of                Fig. 5  Variation (ϵy)max/(σx)max with number of       

  cycles for the fatigue test with R = 0.5,                            cycles for the fatigue test with R = 2, 
  σmax = 600 MPa and f = 1 Hz                                          σmax = 424 MPa and f = 5 Hz 

4 EXPERIMENTAL RESULTS AND DISCUSSION 

To confirm the method of monitoring the damage by measuring the local maximum transverse strain, 
further fatigue tests have been conducted with other R-ratios (R = 2 for compression-compression and R = 
-1 for tension-compression fatigue tests).  Results of all these fatigue tests are discussed below. 

4.1 Tension-tension fatigue test 
Though the waviness has been eliminated in the plot, still there is scatter beyond 40,000 cycles. This could 
be due to large relative displacement between the speckle patterns in the underformed configuration and 
the deformed configuration. To remove the scatter in the plot, the images have been correlated again using 
DIC software with different reference images to obtain the relative strains. In this analysis, three stages 
have been considered. Image of the undeformed specimen was used as reference image for stage I (0 to 
20,000 cycles). For other two stages (20,000 to 37,000 cycles and 37,000 cycles to end of the experiment), 
last image of the previous stage was used as the reference image. The absolute strain values at each 
stage have been obtained by adding the relative strains of that stage to the absolute strain value of the 
reference image already obtained from the analysis of images in the previous stage. From these absolute 
strains, maximum transverse strains in each cycle have been obtained using sine curve fit. Fig. 4 shows the 
variation of ratio of maximum local transverse strain to maximum applied longitudinal stress with cycles. It 
can be observed that this strain plot has smooth variation and the scatter is eliminated as well. 

4.2 Compression- compression fatigue test 
The variation of ratio of maximum transverse strain to maximum applied longitudinal stress versus the 
number of cycles for the fatigue test at R = 2 and σmax = 424 MPa and f = 5 Hz is shown in Fig. 5. The 
initiation of visible delamination and catastrophic failure of the specimen occurs at about 67,000 cycles. 
From these experiments, it was also observed that there is no significant difference between the cycles 
corresponding to initiation of visible delamination and final failure of the material unlike the tension-tension 
fatigue experiments, where the specimen was capable of carrying the load for very high number of cycles 
even after the initiation of visible delamination. This may be mainly due to the fact that the composites are 
fiber controlled and hence have low load carrying capability in compression mode after the initiation of 
visible delamination.  

4.3 Tension- compression fatigue test 
Fig. 6 shows the variation of ratio of maximum transverse strain to maximum applied longitudinal stress 
versus the number of cycles for the fatigue test conducted at R = -1 and σmax = 285 MPa and f = 5 Hz.  The 
specimen failed after 9000 cycles of loading. It was observed that the variation of these parameters clearly 
indicates the three stages of damage evolution during fatigue cycling. 
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    Fig. 6  Variation (ϵy)max/(σx)max with number of                              Fig. 7  Fatigue life curve at R = 0.5              

           cycles for the fatigue test with R = -1,                                
                σmax = 285  MPa and f = 5 Hz 
 

                                      
              Fig. 8  Fatigue life curve at R = 2                                         Fig. 9  Fatigue life curve at R = -1 

4.4 Fatigue life curve 
The fatigue life curves for the experiments with different R ratios are shown in Figs. 7 to 9. The ordinate in 
the fatigue life curve is the stress range normalized with the corresponding tensile/compressive strength of 
the specimen. Since the frequencies between 1 and 9 Hz has no effect on the fatigue life of the CFRP 
specimens [8], the tension-tension fatigue tests conducted at frequencies 1, 5 and 9 Hz were considered for 
plotting the fatigue life curve. For the tension-tension tests, the stress amplitude for run-out of the 
composite laminate is 125 MPa which corresponds to the σmax = 500 MPa (55% of tensile strength). For 
compression-compression tests, the stress amplitude for run-out is 100 MPa which corresponds to the σmax 
= 400 MPa (75% of compressive strength) and for tension-compression fatigue tests, the stress amplitude 
for run-out is 214 MPa (45% of compressive strength). 

5 CONCLUSIONS 

Damage evolution in CFRP materials subjected to fatigue loading has been studied using DIC. The 
variation of local transverse strain with number of cycles was found to be a better indicator of loss in 
stiffness in the CFRP material due to delamination and related damage mechanisms. The waviness and 
scatter in the plot of ratio of transverse strain to applied stress with number of cycles were avoided using 
sine curve fit to obtain maximum transverse strain in a cycle and different reference images for DIC 
respectively. Variation of the local transverse stiffness with number of fatigue cycles indicates that the 
damage evolution occurs over 2-3 stages. The run-out for the CFRP material was found to be at σmax = 500 
MPa (55% of tensile strength), 400 MPa (75% of compressive strength) and 214 MPa (45% of compressive 
strength) for tension-tension (R = 0.5), compression-compression (R = 2) and tension-compression (R = -1) 
fatigue loading respectively. 
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6 NOMENCLATURE 

ϵy  Transverse strain 

σx  Longitudinal stress MPa 

σmax    Maximum stress MPa 

∆σ  Longitudinal stress range MPa 
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Abstract: The progress achieved in manufacturing rolling bearing steel has led to an ever increasing level of 
steel cleanliness which has consequently resulted in an improvement of the classic subsurface rolling contact 
fatigue life of rolling element bearings. This in turn emphasizes the role that other modes of failure, such as 
surface initiated rolling contact fatigue, may play in limiting the life of clean steel rolling bearings. In this paper 
the effect of fretting as a precursor of surface initiated rolling contact fatigue is studied and for this, pre-damaged 
tapered roller bearings, made of through hardened SAE 52100 steel, are tested in a purpose built rig at an 
accelerated but realistic configuration characterized by a contact pressure of 2.2 GPa, a speed of 3000 rpm and 
a temperature of 80°C. Different levels of fretting are studied as obtained by varying the pre-load used during the 
fretting experiment and, for each case, the material response to both the fretting process and the subsequent 
rolling contact fatigue is evaluated and presented in details.  

Keywords: Rolling contact fatigue, fretting, tapered roller bearing, wear, false brinelling   

1  INTRODUCTION 

The present study is part of a larger endeavor that seeks to find out the root cause of a phenomenon leading to 
the unexpected premature failure of a well-defined type of  tapered roller bearing (illustrated in Fig. 1) when used 
in particular  application within a drivetrain system. The forensic studies conducted in field-used and damaged 
bearings led to a partial conclusion that the damage, which resembles Rolling Contact Fatigue (RCF) induced 
damage, follows a characteristic pattern defined by sets of damaged areas uniformly distributed around the inner 
ring raceway. Furthermore, it was found that the regular angular spacing between these damaged areas matches, 
within a certain tolerance, the roller pitch associated with this particular tapered roller bearing. 

Fretting in non-rotating bearings, also referred to as false 
brinelling or vibration corrosion, is known for inducing regularly 
spaced flutes in the raceways which after subsequent running of the 
rolling bearing may lead to surface initiated RCF [1, 2]. This 
phenomenon has been proven and studied mainly for cylindrical 
roller bearings and ball bearings where fretting is said to be more 
likely to occur, but it has been less explored for tapered roller 
bearings for which the presence of the always necessary pre-load is 
thought to be the main contributor in reducing the effects of fretting.               

The mechanics of fretting is in essence simple, as it is a small 
amplitude oscillatory movement between two contacting surfaces. 
But from the wear point of view, fretting is a complex phenomenon. 
It involves corrosion, adhesion and abrasion as main wear 
mechanisms in proportions and combinations that are highly 
influenced by the fretting conditions: oscillation amplitude, normal 
load and lubrication among others [3–5]. 

In the present study, the effect of fretting in a tapered roller 
bearing made of through-hardened 52100 type steel is evaluated not 
only in terms of the damage it induces onto the raceways but also 
the impact this damage has on the RCF performance of the bearing.  

Fig. 1 a) 3D model of a 30206 type tapered roller bearing indicating 
its main components. b) 2D representation of an inner ring cross 
section defining the two sets of orthogonal axes used throughout the 
present study 
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2  TEST METHOD/OVERVIEW 

As far as the relative motion between contacting surfaces is concerned, at least four different modes of fretting 
are defined: tangential (also known as classic), radial, torsional and rotational [5]. For the case of tapered roller 
bearings, due to the fact that the rollers are distributed in a conic arrangement between the rings, fretting will 
tend to occur as a combination of two or more of these fretting modes.  

For the purpose of this study, tapered roller bearings were fretted in combined tangential and radial modes which 
are associated with displacements in the tangential and normal direction respectively according to the definition 
of axes presented in Fig. 1b. In order to generate such a fretting condition, test bearings were mounted in a 
housing (as shown in Fig. 2a) and by means of a servo hydraulic cylinder, a high frequency and low amplitude 
axial displacement was introduced between the outer and inner rings. 

A general view of the set up used for the fretting experiments is presented in Fig. 2b while a summary of the test 
parameters is given in Table 1. 

 
Fig. 2 a) Cut section of a 3D model of the fretting rig indicating its main components. b) Picture of the set-up used 
for the fretting experiments 
 
By adjusting the compressive axial pre-load used during the fretting experiments, three different kinds of fretted 
samples were generated as follows: 

• A1: bearings having a pre-load equal to the nominal in-service pre-load (i.e. -5 kN) were fretted by applying 
an axial sinusoidal displacement such that the maximum axial load gets as close to zero as possible but 
remains in the compressive zone.   

• B1: using the same oscillation parameters as for A1 but having a pre-load of -7.2 kN, which corresponds 
to the maximum compressive pre-load that is acceptable in in-service bearings. 

• C1: the test would start in the condition described for A1 and the pre-load would be gradually reduced (in 
absolute values), aiming for a state characterised by a total air gap of the order of 10µm between the rings 
and rollers when the hydraulic cylinder is at its lowest position. In order to achieve and maintain this 
configuration, it was necessary to instrument a real time monitoring system for the load and displacement 
that would allow for small corrections in the pre-load in order to maintain the air gap as constant as possible 
throughout the test. 

All the fretting experiments were conducted at a frequency of 50 Hz and for a total of 1x105 cycles in commercially 
available bearings. Prior to testing, the bearings were ultrasonically cleaned in isopropanol followed by acetone. 
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Table 1 Summary of the basic fretting testing parameters 

Parameter Value or range 

Oscillation amplitude 10-40 µm 
Compressive axial load 0 - (-14.5) kN 
Roller inner ring contact pressure 0-2.3 GPa 
Frequency 50 Hz 
Lubricant none 
Cycles 1x105 
Control system Displacement controlled 
Ambient temperature 22 ±1.5°C 
Relative humidity 75 ±5 % 

 

To assess the damage introduced during fretting, the raceways of inner rings from each of the fretting types 
mentioned above (i.e. A1, B1 and C1) were inspected using the following techniques: 

• Optical microscopy: for morphological analysis and general observation. 

• Confocal microscopy: for topographical analysis and roughness survey. 

• Scanning electron microscopy (SEM): Crack survey and general microscopic examination. 

• Energy dispersion spectroscopy (EDS): Chemical characterisation of the debris. 
 

For the RCF study, fretted bearings were run in a purpose built rig, designed to test two bearings simultaneously, 
in a back to back configuration under accelerated conditions. To reduce the testing time, a pure axial load was 
chosen as the loading configuration leading to a calculated contact pressure of the order of 2.2 GPa between 
each roller and the inner ring. The basic testing parameters are summarised in Table 2.  

Table 2 Summary of the basic RCF testing parameters 

Parameter Value or range 

Contact pressure 2.2 GPa 

Speed 3000 rpm 

Temperature in the proximity of outer ring 80±2.5°C 

Lubricant-(viscosity at 40°C and 100°C) Transmission oil – (98 and 11.3 mm2/s) 

Lubrication regimen Full elastohydrodynamic lubrication 

Lubricant temperature 73±1.5°C 

Loading condition Axial only 

 

3 RESULTS/DISCUSSION 

For the fretting experiments conducted in the A1 and B1 fretting conditions, the time-dependent load readings 
showed a consistent smooth sinusoidal response as a result of the sinusoidal displacement wave used as input 
for the test control. This led to a quasi-elliptical load vs. displacement cycles in both cases (Fig. 3) which denotes 
that fretting took place in a so-called partial slip regime exhibiting an elasto-plastic deformation behavior of the 
contacting surfaces. This is typical for radial fretting [5, 6] where the total response is a combination of the macro 
elastic deformation of the contacting bodies and an elasto-plastic micro deformation occurring within the 
contacting area.     
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Fig. 3 Axial load vs. time and axial load vs. axial displacements as measured during testing under the A1, B1 
and C1 fretting modes 

In agreement with the partial slip regime proposed for the A1 and B1 fretting cases, the observation of the fretting 
scars by both SEM and optical microscopy (Fig. 4) reveals: a) the existence of a stick zone with marginal surface 
damage at the center of the contact and b) a rim surrounding the stick zone for which fretting corrosion seems to 
have been the main acting mechanism. The width of the stick zone, as measured in the center of the raceway in 
the hoop direction, is considerably larger for the B1 case (about 135µm) than for A1 (of the order of 39µm), which 
is consistent with the fact that the lowest compressive load (in absolute values) for B1 is several times larger than 
the corresponding load in the A1 case (of the order of 2.3kN and 0.05kN respectively). This in turn, leads to a 
larger minimum contact area for B1 than for A1. Indeed, the contact width, as calculated by the Hertzian theory 
for a line contact [7] results in 119µm and 23µm for the B1 and A1 cases, respectively.   

On the other hand, the analysis of the roughness parameters Ra and Rq, as obtained from traces taken in the 
tangential direction for both within the stick zone and in undamaged areas of the raceways shows the presence 
of a smoothing effect taking place in the A1 and B1 cases. This is not a common feature of radial fretting [6] but 
is consistent with the fact that the fretting experiment studied here is a combination of radial and tangential 
fretting. 

For the C1 case, the fretting experiment behaved differently when compared to the A1 and B1 tests. First, after 
a few initial cycles in the C1 testing condition, there was a tendency for the rollers to bond to the raceways. 
Consequently, an axial tension load between the rings was needed in order to achieve the required air gap 
between rollers and rings. This effect can be observed in the load vs. time curve shown in Fig. 3, where the 
tensile load increases up to a point (around 0.4 kN) after which, de-bonding manifests as a consequent drop in 
the tensile load. The bonding effect was physically verified in a test that was interrupted after 1,000 cycles. 
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The energy per cycle reported for C1 is almost 3 and 3.4 times larger, as compared to the B1 and A1 tests 
respectively (54.3 mJ, 60.3 mJ and 179.4 mJ for A1, B1 and C1 respectively), which is thought to be directly 
linked to the intensive wear process observed in the C1 test. A combination of fretting corrosion, abrasion and 
adhesion is believed to have worn the surface, causing:  

1. Deeper and wider scars as compared to the A1 and B1 tests. In fact, the average fretting scar width for C1 
is of the order of 3 to 4 times larger than the corresponding values for the A1 and B1 cases respectively 
(Fig. 4) while the mean depth is found to be about 6 times larger for C1 than for A1 (Fig. 5).   

2. Significant liberation of fine ferritic oxide powder, some of 
which agglomerated to form a coating layer in the vicinity 
of the fretting scars (Fig. 4). 

3. Marked increase of the roughness parameters Ra and Rq 
in the tangential direction. 

4. Surface micro-cracking in the hoop direction.   

 

Also, the analysis of the fretting scar profiles in the hoop direction 
(Fig. 5) shows a pile-up of material on either side of the fretting 
scar for the C1 fretting test. This effect could either be associated 
with plastic deformation, in which case the finding would be 
consistent with previous results from literature [2], or it could be 
related to the layer of oxide particles in the vicinity of the scars 
(Fig. 4). Further investigation by X-ray diffraction is being carried 
out to evaluate the extent of plastic deformation (if any).  

 

 
 

Fig. 4 Low magnification images of the scars left in the inner ring 
raceways of tapered roller bearings after been fretting tested 
under the A1, B1 and C1 fretting modes. At the bottom of the 
figure, an after fretting inner ring representation shows the 
distribution and orientation of such scars   

For the RCF assessment, samples generated for each fretting mode have been run, in a two-at-a-time scheme 
under the testing conditions summarised in Table 2. Although the number of tested bearings does not allow for 
a quantitative assessment of the RCF life, valuable qualitative information can be withdrawn from the analysis of 
the tested units, as follows:  

• The test conducted for the A1 and B1 cases showed similar characteristics in terms of: 

- The initial vibration level (see Table 3). 

- RCF-like damage distributed in an irregular pattern in the inner ring raceway. 

- In the raceways there are visible traces associated to the fretting conducted prior to RCF testing. 

- There is no direct link between the fretting scars and the RCF damaged areas. 

• The test conducted in samples corresponding to the C1 fretting case also developed RCF-like damage but 
in this case it was distributed in a regular pattern where the RCF damage is located immediately after the 
fretting scar.  
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Fig. 5 Inner ring raceway profiles for the A1, B1 and C1 fretting cases as taken in the middle of the raceways in 
the hoop direction 

Table 3 Basic information from the RCF tests conducted in fretting pre-damaged bearings 

Fretting 
case 

Number of test 
conducted 

Total number of 
samples tested 

Vibration level at the 
beginning [mg] 

Testing time 
[h:mm] 

A1 2 4 9 ; 17 64:32 ; 113:46 
B1 1 2 8 128:53 
C1 1 2 686 41:09 

4 CONCLUSIONS 

A fretting test rig and methodology was successfully designed and implemented in order to generate different 
levels of fretting damage in tapered roller bearings based on the pre-load adopted for testing. 

Three different levels of fretting damage have been qualitatively and quantitatively analysed leading to the 
conclusion that: when the axial pre-load is large enough to guarantee a full compressive contact between rollers 
and rings, the fretting-induced surface damage is low (marginal in some cases) and thought to be driven by 
fretting corrosion as wear mechanism. On the other hand, if the axial pre-load is not able to secure a full 
compressive contact between rollers and ring and consequently an air gap is present between these elements, 
then significant fretting-induced surface damage is found in the rings raceways. The latter is believed to be driven 
by fretting corrosion, abrasion and adhesion as main wear mechanisms and is characterised by a significant loss 
of material, corrosion and surface micro-cracking. 

The RCF performance of tapered roller bearings, having different levels of fretting damage, was qualitatively 
evaluated by means of a bespoke rig, allowing the following conclusion to be drawn: fretting-induced damage 
has been found to be a precursor of surface-initiated RCF only when the surface damage introduced by the 
fretting process is severe, such as when there has been a significant loss of material, accompanied by corrosion 
and surface micro-cracking. 

5 ACKNOWLEDGEMENTS 

The author is sincerely thankful to his PhD supervision team for their guidance and support; to the technical staff 
at the material engineering group of The Open University for all the help in commissioning the testing equipments 
and to the whole material engineering group at The Open University for creating this fruitful and enjoyable working 
environment.     

6 REFERENCES 

[1] ISO-15243:2004, “Rolling bearings - Damage and failures - Terms , characteristics and causes,” vol. 3, 
2004. 

[2] H. Pittroff, “Fretting Corrosion Caused by Vibration With Rolling Bearings Stationary,” J. Fluids Eng., 
vol. 87, no. 3, pp. 713–723, Sep. 1965. 

[3] N. Ohmae and T. Tsukizoe, “The effect of slip amplitude on fretting,” Wear, vol. 27, no. 3, pp. 281–294, 
1974. 

-10

-8

-6

-4

-2

0

2

4

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

D
is

ta
n

ce
 in

 t
h

e
 n

o
rm

al
 

d
ir

e
ct

io
n

 [
µ

m
]

Distance in the hoop direction [mm]

Line profiles for fretted inner ring raceways

A1

B1

C1



 
International Journal of Fracture Fatigue and Wear, Volume 3 

134 
 

[4] A. Warhadpande, B. Leonard, and F. Sadeghi, “Effects of fretting wear on rolling contact fatigue life of 
M50 bearing steel,” Proc. Inst. Mech. Eng. Part J J. Eng. Tribol., vol. 222, no. 2, pp. 69–80, 2008. 

[5] M. H. Zhu and Z. R. Zhou, “On the mechanisms of various fretting wear modes,” in Tribology 
International, 2011. 

[6] M. H. Zhu and Z. R. Zhou, “An experimental study on radial fretting behaviour,” Tribol. Int., vol. 34, pp. 
321–326, 2001. 

[7] K. L. Johnson and K. L. Johnson, Contact mechanics. Cambridge university press, 1987.  



 
International Journal of Fracture Fatigue and Wear, Volume 3 

135 
 

Proceedings of the 4th International Conference on  
Fracture Fatigue and Wear, pp. 135-142, 2015 

FINITE ELEMENT ANALYSIS OF FRETTING FATIGUE OF FRETTED 

WIRES 

D.G. Wang a, b, c e, *, M. Abdel Wahabc, L.L Wangd, X.W. Lia, Z.C. Zhua, D.K. Zhanga, X.B. 
Maoe 

aSchool of Mechatronic Engineering, China University of Mining and Technology, Xuzhou 221116, China 
bState Key Laboratory of Solid Lubrication, Lanzhou Institute of Chemical Physics, Chinese Academy of 

Sciences, Lanzhou 730000, China 
cFaculty of Engineering and Architecture, Soete Laboratory, Ghent University, B-9052 Zwijnaarde, Belgium 

dLow Carbon Energy Institute, China University of Mining and Technology, Xuzhou 221116, China 
eState Key Laboratory of Geomechanics & Deep Underground Engineering, China University of Mining and 

Technology, Xuzhou 221116, China 

 

Abstract: Finite element analysis of fretting fatigue of fretted wires is presented in thist study. Effects of 
fretting wear depth and contact load on stress distributions and crack initiation characteristics on fretting 
conact surfaces of fretted wires are analyzed using the finite element method, which was validated by 
fretting fatigue tests. The results show that increasing wear depth and contact load  induces distinct stress 
distributions and accelerates crack initiation on fretting surfaces. 

Keywords: Finite element analysis; fretting fatigue; fretted wires 

1 INTRODUCTION 

In mine hoisting systems, hoisting ropes connecting the mine hoist and the conveyance have played a vital 
role because their endurance strength and fatigue life have great effect on the mine production and the 
safety of miners [1-3]. During mine production, the hoisting rope winding around the friction wheel lifts and 
releases the hoisting container cyclically, and is always subject to axial tensile load and bending load. Those 
loads lead to microscopic motion of individual wires relative to their neighbouring wires in the rope and 
tangential force (induced by contact load). The interaction between contact load, relative displacement and 
cyclic load causes fretting fatigue of steel wires, which accelerates the rope failure [4-7]. During the fretting 
fatigue process, contacting wires present different wear depths of wear sars at distinct fatigue cycles. 
Therefore, it is significant to explore the fretting fatigue failure of wires during bending fatigue of the rope and 
fretting fatigue behaviors of fretted wires. 

Over the last years, several advances have been made in the understanding of the fretting fatigue damage 
of steel wires. Hobbs and Raoof [8] explored different fretting fatigue mechanisms of steel wire ropes under 
different cyclic loading modes. Zhang et al. [9] investigated fatigue fracture behaviors of fretted wires. Dieng 
et al. [10] revealed the impact of lubrication and zinc coating on the fretting fatigue behavior of high strength 
steel wires. Périera et al. [11,12] studied the impact of water and sodium chloride on fretting fatigue 
behaviors of bridge cable wires and pointed out the lubrication effect of water and corrosive effect of sodium 
chloride in fretting fatigue. Wang et al. [13, 14] conducted fretting fatigue tests of steel wires in low cycle 
fatigue and explored crack initiation characteristics of steel wires in Hertz contact during the initial 
fretting-fatigue. From literature studies mentioned above, it is found that previous efforts have been focused 
on fretting fatigue behaviors under distinct fretting parameters and different environments, and crack 
initiations of wires in Hertz contact. Unlike previous studies, stress distributions and crack initiation 
properties of fretted wires during fretting fatigue employing finite element analyses are explored in this study. 
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The objective of the present study is to conduct finite element analyses of fretted wires under the action of 
fretting fatigue loading conditions. Section 2 presented the finite element model of fretting fatigue of fretted 
wires to explore the roles of fretting wear depth and contact load on stress distributions and crack initiation 
characteristics on fretting contact surfaces. In Section 3, in order to validate the finite element model, fretting 
fatigue tests of steel wires at different fatigue cycles (distinct fretting wear depths) to examine crack initiation 
characteristics on contacting surfaces of fretted wires are presented. 

2 FINITE ELEMENT ANALYSIS OF FRETTING-FATIGUE OF FRETTED WIRES 

2.1 Finite element model 
Figure 1 shows that the wear scar takes place at the plane in the central section and arc-shaped transitional 
sections near both trailing edges. Therefore, fretting fatigue of fretted wires can be simplified as shown in 
Figure 2. During fretting fatigue of steel wires, assuming that the wear width of loading wire at a certain time 
is W and relative displacement between steel wires is RD, the length of wear scar of a fatigue wire is RD+W. 
An increase of fretting time induces increases in wear width of the loading wire and wear length of the fatigue 
wire, respectively. Assuming that wear depths of loading and fatigue wires are the same at the same time for 
simplicity, the finite element model of fretted wires is established to analyze stress distributions, and crack 
initiation and propagation characteristics in fretting contact zones during fretting-fatigue. 

                               
Fig. 1 Morphology of fretting wear scar of steel wire  Fig. 2 Schematic of fretting-fatigue of fretted wires 

       
Fig. 3 Finite element model of fretted contacting wires  Fig. 4 Schematic of the loading process 

Due to symmetry, only one quarter of the configuration is chosen to establish the finite element model of 
perpendicularly crossed fretted wires employing ABAQUS/CAE as shown in Figure 3. Both wires have a 
Young’ s modulus of 203 GPa, a Poisson ratio of 0.3 and a diameter of 0.8 mm. The relationship of true 
stress versus plastic strain for wire material after yielding is shown in Table 1, which was obtained by a 
uniaxial tension test. Three-dimensional, eight nodes, solid linear brick elements with reduced integration 
(C3D8R) were used for the structural discretization. The master-slave contact algorithm on contact surfaces 
between wires was used to transfer loads. The penalty algorithm was employed to deal with local contacts 
between contact surfaces (penalty, friction of coefficient = 0.5 [9, 13, 14]). Reference points, Load and Fix, 
were established to couple the nodes on upper and side surfaces of the loading wire through the kinematic 
coupling constraint, respectively. The nodes on fixed and tensile end surfaces were coupled by reference 
points Static and Tensile, respectively, using distributing coupling constraint [15-17]. Symmetric boundary 
conditions, i.e. XSYMM (UX=URY=URZ=0) and ZSYMM (UZ=URX=URY=0), were applied to the planes of 
symmetry perpendicular to X and Z directions (Planes 1 and 2 in Figure 3), respectively. All degrees of 
freedom of Fix and Tensile except UZ, and all degrees of freedom of Static were constrained. A half of the 
total contact load was applied at Load, and cyclic displacement of fatigue wire was applied at Tensile along Z 
direction.  

Table 2 shows fretting fatigue parameters used in the finite element analysis. The loading process consists 
of four steps: 1) applying the initial contact load at Load along the Z direction to ensure the contact between 
contacting surfaces; 2) with the constant initial contact load, applying the medium displacement at Tensile 
along the Y direction at first and then applying the displacement of central point of contact surface of 



 
International Journal of Fracture Fatigue and Wear, Volume 3 

137 
 

stretched fatigue wire at Fix; 3) increasing the contact load at Load to the preset value with constant 
displacements of points, Tensile and Fix and 4) applying maximum and minimum displacements at Tensile 
with a constant contact load and displacement of point Fix. The loading diagram is shown in Figure 4. 

 

Table 1 Data for wire material after yielding 

True stress (MPa) 1450 1498.61 1570.51 1634.2 1657.56 1680.94 1690.94 1696.52 

Plastic strain 0 0.000107 0.000739 0.00158 0.00228 0.00290 0.00359 0.00429 

 

Table 2. Fretting fatigue parameters in finite element analysis 

Wear depth (µm) Contact load (N) Fretting amplitude (µm) Cyclic strain range (×10-3) 

20-60 10-40 60 4-5 

 

2.2 Stress distributions of the wire contact zone under the typical 

condition 

Figures 5 shows the stress distributions on the contact surface of fatigue wire with the wear depth of 40 µm 
for the fretting fatigue condition of contact load of 20 N at the relative displacement of 60 µm. It is clearly 
seen from Figure 5a that the contact pressure leads to a high stress distribution having a square ring-shaped 
on the fretting surface and the stress level increases with increasing distance to the center of contact. Figure 
5b shows that the tensile stress leads to higher stress near the left trailing edge of fretting surface. Figure 5c 
shows the square ring-shaped high stress distribution of shear stress on the fretting surface..                         

       

(a) Contact pressure              (b) Tensile stress                    (c) Shear stress 

Fig. 5 Stress distributions on the contact surface of fretted fatigue wire at t4 

2.3 Effect of fretting wear depth on stress distributions on the wire 

fretting surface 

Figure 6a shows that the contact pressure presents the parabolic distribution along the path at every x 
location on the fretting surface (x=0, 0.5 and 0.83, Figure 5a) and abrupt changes of stress near trailing 
edges revealing severe stress concentration [14, 18, 19]. The contact pressure and abrupt change 
amplitude of stress present higher values near the leading edges at t4 and t5. An increase of fretting wear 
depth induces an overall decrease in contact pressure attributed to the constant contact load and increase in 
fretting contact area. The distance between the location of abrupt change and center of contact increases 
with increasing fretting wear depth, which indicates that stress concentration induced fatigue crack initiation 
location moves away from center of contact. The amplitude of abrupt change of contact pressure at the 
trailing edge decreases with increasing fretting wear depth as compared to the decrease at first and then an 
increase in the amplitude at the leading trailing edge as shown in Fig. 6a and b. Along the paths x=0, 0.5 and 
0.8, an increase of fretting wear depth from 20 µm to 60 µm induces the ranges of contact pressure in the 
central contact region varying from 40.3-132.3 MPa to 60.9-213.2 MPa (Figure 6a) as compared to the 
ranges changing from 41-132.5 MPa to 65.1-214.9 MPa (Figure 6b).  
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Figure 6c-f shows that maximum values and abrupt changes of tensile and shear stresses are all located 
near trailing edges of the fretting surface, which reveals accelerated crack initiation and early crack 
propagation due to the cyclic plastic deformation and plastic cumulative damage on the fretting surface [14, 
19]. An increase of fretting wear depth induces an overall increase in tensile stress and a decrease in shear 
stress along the path at every x location. Amplitudes of abrupt changes of stresses increase at trailing edges 
as shown in Figure 6c and e, and decrease at leading edges in Figure 6d and f, with increasing fretting wear 
depth, which reveals increased and reduced possibilty of the crack initiation. Along the paths x=0, 0.5 and  
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    (e) Shear stress at t4                         (f) Shear stress at t5 

Fig. 6 Stress distributions along paths at distinct x locations of fatigue wire surfaces at different fretting 
wear depths 

0.8, an increase of fretting wear depth from 20 µm to 60 µm induces the range of tensile stress in the central 
contact region varying from 998.5-1135.9 MPa to 924.6-1091.3 MPa in Figure 6c as compared to the range 
changing from 764.7-886.6 MPa to 692.6-847.3 MPa in Figure 6d, as well as the range of shear stress 
varying from -69.1- -21 MPa to -114.9- -32.1 MPa in Figure 6e in comparision to the range changing from 
68.5-21.2 MPa to 115.5-33.6 MPa in Figure 6f.  

2.4 Effect of contact load on stress distributions on the wire fretting 

surface 
Figure 7a and b shows that an increase of contact load induces overall increases in contact pressure and the 
amplitudes of abrupt changes near trailing edges, which accelerates the stress concentration and thereby 
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faster crack initiation. An increase of contact load causes the decrease in the tensile stress along the path at 
every x location, and increases of shear stress and amplitudes of abrupt changes at both leading and trailing 
edges, which indicates more easier crack initiation [14, 16]. Along paths x=0, 0.5 and 0.8, an increase of 
contact load from 20 N to 80 N results in contact pressure in the central contact region ranging from 
63.9-274.9 MPa to 99-437.4 MPa (Figure 7a) as compared to that varying from 67.5-286.4 MPa to 
102.6-457 MPa (Figure 7b), and induces the tensile stress changing from -140.8- -33.9 MPa to -229.4- -52.5 
MPa (Figure 7c) in comparision to that varying from 34.2-138.1 MPa to 53-226.3 MPa (Figure 7d). 
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   (g) Tensile stress at t4                      (h) Tensile stress at t5 
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    (i) Shear stress at t5                         (j) Shear stress at t4 

Fig. 7 Stress distributions along paths at distinct x locations of fatigue wire surfaces at distinct loads 

3 VALIDATION OF THE FINITE ELEMENT MODEL 

In order to validate the finite element model, fretting fatigue tests of steel wires were carried out under the 
fretting fatigue condition of cyclic strain ranging from 4×10-3 to 5×10-3 and contact load of 20 N at the relative 
displacement of 60 µm employing the fretting fatigue test rig introduced in details in Ref. [20]. Morphologies 
of fretting contact scars of wire specimens at different fatigue cycles (corresponding to distinct wear depths) 
were observed by the scanning electron microscopy to examine wear mechanisms. 

It is clearly seen from Figure 8 that loading and fatigue wires present circular and elliptical wear scars on 
contacting surfaces during fretting fatigue at different fatigue cycles. The wear scar exhibits two regions in all 
cases, i.e. the fretting plane and arc-shaped transition regions. Boundaries of two regions are not obvious in 
Figure 8a.1 and a.4 due to small fretting wear depth. As the fretting wear depth increases to 61.3 µm, 
obvious boundaries are observed as shown in Figures 8b.1 and b.4, i.e. A and A’ representing the 
arc-shaped transition regions, and B and B’ indicating the fretting planes. Slight fretting damages at the 
arc-shaped transition regions and severe damge on the fretting plane with adhesion near the center of 
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contact of fretting plane (overlap region between contacting wires) are clearly seen, which validates the 
simplified finite element model of fretting-fatigue in Section 2.1. 

It is obviously observed from Figure 8a that the fretting contact surface presents plastic deformation, 
material adhesion and pits, which indicates that the wear mechanism is adhesive wear. It is clearly seen 
from Figures 8a.2 and a.3 that the leading and trailing edges exhibit many micro fatigue cracks 
characterizing the fatigue wear. The ploughing as shown in Figure 8a.4 reveals the abrasive wear between 
contacting wires. Therefore, wear mechanisms are adhesive wear, abrasive wear and fatigue wear in the 
case of fretting wear depth of 20 µm. Figure 8b shows the material adhesion in the central region of wear 
scar of fatigue wire, obvious ploughing and delaminating in the wear scar of loading wire, and lots of micro 
cracks at trailing edges and in the central region of fatigue wire. These characteristic results indicate that 
wear mechanisms are adhesive wear, abrasive wear and fatigue wear. 

Therefore, lots of micro cracks are present at trailing edges of the wear scars in fretting fatigue tests of steel 
wires at different fretting wear depths, which coincides with locations of crack initiation induced by abrupt 
changes of stresses in finite element analyses in Sections 2.2 and 2.3. An increase of fretting wear depth 
increases the number of micro cracks, which coincides with conclusions in Section 2.3, and indicates that 
tensile stress distribution mainly affects the crack initiation and propagation characteristics on the fretting 
contact surface of steel wire. Meanwhile, small fretting wear depth induces severe plastic deformation in the 
wear scar of steel wire; an increase of fretting wear depth induces the decrease in plastic deformation in the 
wear scar, which is attributed to larger contact pressure and shear stress between contacting wires at 
smaller fretting wear depth and the decreases in contact pressure and shear stress with increasing fretting 
wear depth. These results coincide with conclusions from finite element analyses in Section 2.3.  

     

(1)                       (2)                     (3)                      (4)  

(a) 9000 cycles (1)-(3) Fatigue wire surface and its partial views; (4) loading wire surface 

      

(1)                     (2)                     (3)                      (4)  

 (b) 90000 cycles (1)-(3) Fatigue wire surface and its partial views; (4) loading wire surface 

Fig. 8 Wear morphologies of loading and fatigue wires after fretting fatigue tests conducted at different 
fatigue cycles (a and b corresponds to wear depths of 20 µm and 61.3 µm) 

4 CONCLUSIONS 

The finite element model of fretted wires under fretting fatigue loading condition was given to explore stress 
distributions and crack initiation characteristics on fretting contact surfaces. The contact pressure leads to 
square ring-shaped stress distributions on the fretting surface. Abrupt changes of stresses near both leading 
and trailing edges are clealy seen, which reveals faster crack initiation. An increase of fretting wear depth 
induces overall decreases in contact pressure and shear stress, and an overall increase in the tensile stress 
along the path at every x location. As the fretting wear depth increases, the fretting contact surface presents 
distinct abrupt changes of stress near trailing edges and increased possibility of crack initiations on fretting 
contact surfaces. An increase of contact load induces overall increases in the contact pressure and shear 
stress, but a decrease in the tensile stress. As the contact load increases, the amplitudes of abrupt changes 
of three stresses near both leading and trailing edges of fretting surfaces increase, which indicates faster 
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crack initiation.  

In order to validate the finite element model, fretting fatigue tests of steel wires at different fatigue cycles and 
different fretting wear depths are conducted. In those tests, lots of micro cracks are present at trailing edges 
of the wear scars. An increase of fretting wear depth increases the number of micro cracks, and decreases 
the plastic deformation in the wear scar. Those results agree with those obtained using finite element 
analysis.  
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Abstract: Mode I crack propagation under cyclic loading in large scale yielding conditions (LSY) is a 
phenomenon commonly encountered in certain industrial components. However it is rarely studied neither 
experimentally nor numerically. Moreover, the traditional methods in the prediction of fatigue crack growth 
which are based on linear fracture mechanics could no longer be available in this case. In this paper, an 
experimental set-up is built which allows the experimental studies of crack growth in LSY conditions for 
316L stainless steel. Experimental results show that the mechanism of fatigue striation plays a significant 
role in crack propagation in LSY conditions as in small scale yielding conditions (SSY) except for the large 
striation spacing observed in LSY condition. A history effect in LSY condition is observed as well. 

Keywords: Fatigue, Crack growth, Large Scale yielding 

1 INTRODUCTION  

Mode I fatigue crack growth in large scale yielding (LSY) conditions is encountered in certain industrial 
components subjected to cyclic thermal loadings as shown in the structure in Fig 1. Cold water at room 
temperature is injected periodically in the tunnel where hot water flows. As a consequence, stress is 
introduced resulting from different thermal expansion caused by temperature variations, moreover the 
stress is so important that a large part of the structure could not remain in its elastic domain. So if there was 
a hypothetical defect in the plasticized part, it could probably propagate with great speed due to the high 
cyclic loading and cause important loss. Therefore, it is of importance and necessity to be capable of 
predicting fatigue crack growth in this case namely in large scale yielding conditions. However, little study 
has been conducted neither experimentally nor numerically. The existing methods based on linear elastic 
fracture mechanics cannot be used to predict fatigue crack growth in LSY conditions [1]. There is a lack of 
fatigue crack growth data in LSY conditions and the mechanisms of fatigue crack growth in 316L are not 
well documented in LSY conditions. 

 

Fig. 1 Industrial structure under high cyclic thermo-mechanical loading  

It is in this background that EDF has developed an experimental set-up named PACIFIC which allows 
performing fatigue crack propagation tests in LSY conditions under thermo-mechanical loading [2]. Its 
working principles are illustrated in Fig 2. The specimen is composed of a central part made of the studied 
material and an external part. Once the specimen is placed in the set-up, the four independent circuits allow 
applying different temperatures to the upper and lower surfaces of the central and external parts of the 
specimen and as a result, thermal gradients could be obtained along radial direction or/and thickness 
direction. In this way, the phenomenon observed in the industrial component is well simulated and 
reproduced by the PACIFIC set-up in laboratory. 
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Fig. 2 Illustration of PAFICIF set-up 

A finite element simulation of PACIFIC test under isothermal condition is realised. The isothermal condition 
is obtained by keeping the temperature of central part of specimen constant at 50°C while the external part 
of specimen experiencing a cyclic temperature varied from 50°C to 220°C. The plastic strain in angular 
direction in a zone of 20 mm’s radius from the central part is plotted in Fig 3: the red line represents the 
angular evolution of plastic strain at mid-thickness of the central part when the external part of the 
specimen is at 220°C while the blue line is for the temperature of external part at 50°C. A few conclusions 
could be drawn: firstly the central part of the specimen is largely plasticized under the load condition. 
Secondly, the plastic strain decreases along the radial direction which results in stable crack propagation. 
And most importantly, a cyclic plastic strain is obtained in a region of about 10 mm, which shows the 
existence of cyclic large scale yielding in PACIFIC specimen. In other words, the plasticity which causes 
crack growth is not confined in a small-size zone around the crack tip but in a relatively very important 
region compared to the structural size. 

 

Fig. 3 Illustration of cyclic LSY conditions 

2 DEFINITION OF MECHANICAL SPECIMEN 

Lack of knowledge of fatigue crack growth in LSY conditions requires experimental studies. Unfortunately 
the existing specimens are designed for the study of fatigue crack growth in SSY conditions and the 
overload of LSY conditions on these specimens may cause instable crack propagation. So in order to 
perform mechanical fatigue crack growth test in LSY conditions, such geometry of a specimen derived from 
the SENT specimen is proposed with the central part as the useful part (Fig 4). Thickness modification 
between head and central part of the specimen ensures cyclic plasticity in the central part under cyclic 
loading. The misalignment of the vertical axis of the central part allows imposing a decreasing stress, strain 
and plastic strain gradient along the crack propagation plane as observed in the specimen of PACIFIC.   

 

Fig. 4 Geometry of the specimen designed for fatigue crack growth in LSY conditions test 
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Strain field in central part of specimen is recorded during test under cyclic loading with the help of digital 
image correlation technique. As shown in Fig 5 on the left the strain field at maximum loading, more than 
2/3 of the specimen experiencing plasticity given that 316L begins to plasticize with deformation of 0.1%. In 
addition, global cyclic plasticity is observed by the force—strain behavior of two points located far from 
crack tip (indicated by triangles in Fig 5 on the left) in Fig 5 on the right. These observations show that this 
geometry definitely meets our requirements. 

  

Fig. 5 Cyclic plasticity in specimen under loading  

3 FATIGUE CRACK GROWTH EXPERIMENT CONDITIONS 

The experiment is conducted with a MTS hydraulic machine with capacity of 25 kN. A strain-controlled 
loading is applied via an extensometer to ensure global plasticity as shown in Fig 6. An optic technique is 
employed for the crack length measurement by a photo post-treatment process which allows identifying 
crack tip with the photos taken by a numeric camera at maximum crack opening. Experiments are 
conducted under constant strain controlled amplitude as well as variable strain controlled amplitude with a 
frequency of 0.1Hz and loading ratio (Rε) of 0.2 on pre-cracked specimen.  The results will be presented in 
the following paragraphs. 

 

Fig. 6 Experimental set-up 

4 EXPERIMENTAL RESULTS 

A series of experiments is performed under different loading conditions as listed in Table 1. Stable crack 
propagation with decreasing crack growth speed is observed during the tests and a crack length large 
enough is obtained with a few thousands of cycles.  

Table 1 LSY experiment 

Specimen number Maximum load(εmax) Ncycle Crack length(mm) 

1884-4A 0.3% 4950 8.06 

1884-7A 0.5% 1800 9.84 

1884-3A 0.5% 1950 9.12 

1884-5A 0.7% 1320 11.65 

1884-2A 0.7% 1220 10.77 

1884-13A 0.3% with overload of 
0.7% 

2050 5.43 
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4.1 Experiment under constant loading conditions 
Experiments under constant loading condition of three different amplitudes were performed. The fracture 
surfaces were observed using a scanning electron microscope. When constant amplitude fatigue cycles are 
applied, the crack growth is planar and fatigue striation are clearly visible (Fig 7). In addition, the local crack 
growth rate determined by the striation spacing from SEM image is found in good consistency with 
macroscopic crack propagation rate per cycle for each test (Fig 8). It is therefore important to recognize that 
the mechanism of fatigue striation plays a significant role in LSY fatigue crack growth as well as in SSY 
fatigue crack propagation. However, large striation up to 10 microns is obtained which is quite unusual 
against that in SSY conditions [2]. 

 

Fig. 7 SEM image taken for a constant amplitude fatigue test (εmax = 0.5%) 

 

Fig. 8 Comparison of crack growth rate between striation spacing and macroscopic observation (εmax = 
0.5%) 

4.2 Experiment under variable loading conditions 
In order to evaluate history effect in LSY fatigue crack propagation in 316L, a variable amplitude fatigue 
crack growth experiment is carried out. For this purpose, 100 cycles of overloads are applied before the 
constant amplitude fatigue cycles, both the deformation ratio of overload and that of the constant load are 
fixed at Rε=0.2. It is observed that the application of the overload decrease significantly the crack growth 
rate. A retardation effect of about a factor 2.5 is found in this case (Fig 9). In conclusion, even in LSY 
condition, the plasticity is not confined in crack tip region, the retardation effect should be considered in the 
prediction of crack growth as well. 

 

Fig. 9 Evolution of the LSY fatigue crack length with or without overloads in 316L 
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5 CONCLUSIONS AND FUTURE WORKS 

The mechanism of fatigue crack propagation in cyclic LSY conditions is explored in this work through a 
series of mechanical experiments realised on a special designed specimen. Striation observed on fatigue 
fracture surfaces indicates the mechanism of fatigue striation on crack growth in cyclic LSY conditions. This 
conclusion is also confirmed by the coherence between striation spacing and microscopic crack growth rate 
per cycle. Besides, history effect is found as well in this case even through plasticity is not confined in near 
crack tip region. According to these observations, it is possible to develop an existing condensed model 
based on fatigue striation mechanism in the prediction of fatigue crack propagation in constant/variable 
cyclic LSY condition [3-4].  

In the next future, the enrichment of the condensed model should be done by finite element simulation 
method in consideration of generalised plasticity. Various points should be treated. Firstly the modification 
of the model in accounting for LSY conditions will be studied with constitutive model for 316L from perfect 
elastic perfectly plastic law to constitutive law including non-linear kinematic and non-linear isotropic 
hardening. Secondly, the generalised plasticity caused by uni-axial loading as well as multi-axial loading will 
also be studied. 
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Abstract: Monotonic mechanical properties and local fatigue behaviour of a Ti-6Al-4V titanium alloy 
friction stir welded butt-joint were investigated. In fatigue crack propagation tests on CT specimens with 
initial notches parallel to the weld direction; cracks propagating in the stirred zone showed lower growth 
rates than those in the base metal. Also, the cracks with initial notches in the stirred zone showed a 
tendency to deflect towards the thermos-mechanically affected zone on the retreating side of the joint 
whereas those in the base metal remained normal to the loading direction. These differences were 
discussed with relation to the local interaction of the crack with the different microstructural phases and 
their intrinsic fracture behaviours and variation of the residual stresses across the weld affected area. From 
the residual stress measurements through the X-ray diffraction method, it was found that the residual 
stresses had graded, significant shear stress components which could also play a role in the differences in 
FCP behaviour of the base metal, stirred zone and the advancing and retreating sides of the weld. 

Keywords: Friction stir welding, 6-4 titanium alloy, microstructural gradation, residual stress, fatigue crack 
propagation 

1 INTRODUCTION  

Development of tools applicable to friction stir welding (FSW) and friction stir processing (FSP) of materials 
with high softening temperatures has recently promoted research in processing of titanium alloys via these 
techniques. The FSW technology is relatively new and offers a number of advantages over conventional 
welding techniques namely higher process speeds, elimination of filler materials and minimal shrinkage and 
post weld distortion [1]. As such, a considerable amount of work has been done to optimise and understand 
the damage behaviour of friction stir welded (FSWed) aluminium alloys [2-4]. The roles of microstructure 
gradation, hardness distribution and residual stresses have been articulated by a number of researchers 
working on aluminium alloys [5-7]. Tra et al. [5] reported more significant influence of the microstructure 
than the residual stress on the fatigue crack propagation (FCP) behaviour in a FSWed 6063-T5 aluminium 
alloy, whereas Bussu and Irving [7] found dominant effect of residual stress in the FCP of a FSWed 2024 
aluminium alloy. Similarly, in the limited work carried out on FCP behaviour of titanium alloys, the roles of 
the microstructure and the residual stresses have not been fully understood. John et al. [8] and Pasta and 
Reynolds [9] showed residual stress effects in the FCP behaviour longitudinal and transverse to the weld in 
Ti-6Al-4V friction stir welds, respectively. Limited focus was put on the influence of microstructure by both 
groups. Pao et al. [10], however, considered the influence both the crack tip microstructure and the residual 
stress in their work on the FCP in FSWed Ti-5111. Through comparison of the FCP behaviour in specimens 
prepared at different FSW conditions and also some exposed to post-weld stress relief annealing, they 
deduced that residual stress played a more significant role than the microstructure except near ΔK 
threshold levels where the influence of the microstructure was predominant. However, the residual stress 
distribution was not obtained in that work. The growing interest and potential application of FSW in 
fabricating titanium components in aerospace and space vehicle components entails further work be carried 
to understand the damage tolerance properties of FSWed joints. 

In this work, the role of the microstructure and residual stresses on the FCP of a FSWed 6-4 titanium alloy 
were investigated. Initially, the microstructural development in the weld was studied and correlated to the 
measured monotonic properties of the weld. FCP tests on CT specimens containing initial notches in the 
stirred zone (SZ) and parallel to weld direction were carried out with subsequent analysis based on the 
microstructure and residual stresses obtained through the X-ray diffraction (XRD) method. The residual 
stresses were measured in the base metal (BM), SZ, advancing side (AS) and also on the retreating side 
(RS) of the weld. 
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2 EXPERIMENTAL METHODS 

The starting material in this work was a 5mm FSWed plate of a titanium alloy joined through a single pass 
in a butt joint configuration. The cross section of the weld area was analysed using an optical microscope 
after metallographic preparation and etching. The etching was carried out in two stages by swabbing the 
specimen with Kroll’s reagent for 10 seconds, rinsing in water and alcohol and then immersing it into a 
solution made up of 2% HF, 5% H2O2 and 93% water for 5 seconds to enable phase contrast and grain 
boundary viewing. 

2.1 Hardness and Tensile Tests 
The hardness distribution and tensile strengths were measured through micro-indentation hardness tests 
and traction tensile tests on miniature specimens respectively. To characterize the hardness distribution 
along the weld width and thickness, multiple indentations were made on the weld cross section along two 
lines, at 0.3mm and 1mm from the top surface, using a Vickers indenter under a 500g force for 10seconds. 
Due to the limited thickness of the welded area, miniature tensile test specimens with a thickness of 500μm, 
Fig. 1 (a), were extracted by electro-discharge machining (EDM) transverse to the weld direction such that 
the gage length contained the stirred zone as illustrated in Fig. 1 (c). Base metal specimens of the same 
dimensions were also extracted. The tensile tests were carried out using a 5KN Yonekura testing machine 
tailored for miniature specimens. 

2.2 Fatigue Crack Propagation Tests 
The fatigue crack growth rates in the base metal and welded area were measured on compact tension (CT) 
specimens with initial notches in the base metal and the stirred zone respectively. The CT specimens of 
dimensions shown in Fig. 1 (b) were precisely extracted from a depth of 0.4mm from the top surface by 
EDM from both the welded area; Fig. 1 (c). The fatigue crack propagation (FCP) tests were carried out 
under ambient conditions, a load ratio, R, of 0.6 and loading frequency of 20Hz. The crack length was 
monitored and measured through a travelling digital microscope continuously focused on the specimen 
surface.  

   

Fig. 1 (a) Dimensions of the miniature tensile test specimen, (b) Dimensions of the CT specimen and (c) 
Extraction of the tensile test and CT specimens 

 
 
 
  BM FSW 

Target  Cu-Kα Cu-Kα 

Crystallographic plane {21.3} {30.2} 

Tube voltage, KV 30KV 30KV 

Tube Current, mA 30mA 30mA 

Irradiation area, mm 4x4mm 4x4mm 

Stress Constant K, MPa/deg. -274 -205 

Peak determination FWHM FWHM 

Table 1  XRD Parameters and Conditions 
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2.3 Residual stress measurement 
The residual stresses in the base metal and the welded area were measured through the Sin2ψ method of 
the X-ray diffraction (XRD) technique.  Square-faced plates with dimensions of 30mm x 30mm x 4mm were 
extracted from a depth of 0.4mm from the top surface of the weld (from the same depth as the CT 
specimens) using EDM and exposed as-machined. The parameters and conditions used for the 
measurement and calculations are shown in Table 1. Noteworthy is that the diffraction planes employed for 
the BM and FSW areas were different as dictated by empirically obtained intensity peaks upon initial 2-
theta scanning. Measurements were carried out along three in-plane directions; longitudinal and transverse 
to weld direction and their mid-point line, 45°. The obtained residual stresses were then used to calculate 
the principal stress components and their directions.  

3 RESULTS AND DISCUSSIONS 

3.1 Microstructure, Hardness Distribution and Tensile Strengths 
It is worth noting that despite the use of 5mm plates, welding was deliberately effected to a depth of about 
1.8mm as observable from the macrograph presented in Fig. 2. Within the stirred area, some defects 
related to incomplete root penetration were observed near the weld root. Based on these observations, 
specimens for subsequent tests were therefore extracted within a 1mm thickness in the mid-thickness 
region of the weld; 0.4mm from the top and root of the weld. Optical microscopy not only revealed 
significant refinement of the grains in the stirred zone (SZ) but also showed grain size variation through the 
weld thickness. The microstructure within a depth of 0.3mm from the crown, the surface in contact with the 
tool shoulder during the FSW, had the smallest grains in the stirred area. This grain refinement could be 
related to the high lattice strain and temperatures achieved in the material in contact with the tool shoulder. 
This could lead to rapid nuclei formation during recrystallization and combined with high cooling rates at the 
surface, this would result in the fine structure. At a depth of 0.5mm from the surface, the grain sizes were 
found to be the largest within the SZ; larger than those at the weld root. This variation has also been 
discussed with regards to the differences in the thermomechanical processes at these depths [11]. The 
reported [12] relatively low temperatures at the tool pin tip near the weld root would result in high strains 
promoting nuclei formation with limited grain growth [13]. Whereas in the mid-thickness of the weld, the rate 
of nucleus growth could be higher due to higher temperatures and less thermomechanical work thereby 
giving larger grains. This through-the-thickness gradation is unlike in aluminium alloys and could therefore 
be related to the low thermal conductivity of titanium alloys. Furthermore, the region surrounding the SZ, 
which has been characterized as the TMAZ and the HAZ in FSWed aluminium alloys, did not show distinct 
features as those observed in the aluminium alloys. This could also be attributed to the low thermal 
conductivity and high strength of the material. The heat dissipated to the zone outside the tool pin shoulder 
is not sufficient to facilitate plastic deformation of the surrounding material thus limiting the size of the 
TMAZ.  

Vickers hardness profiles at different depths across the weld are presented in Fig. 3. The hardness peak in 
the SZ is related to the grain refinement observed there.  

The tensile properties of the BM and the transverse FSW specimens are shown in Table 2. The tensile 
strength of the FSW specimen gave a joint strength of 90% and half the elongation of the BM. Rapture of 
the FSW specimen was about 2mm from the weld centre towards the interfacial area between the SZ and 
the BM.     

3.2 Fatigue Crack Propagation 
The FCP curves in Fig. 4 (a), which are plotted on the basis of traditional fracture mechanics, show that the 
FCP rate in the FSW was lower than that in the BM. This improvement in the fatigue crack propagation 
resistance after FSW could be attributed to the microstructure refinement. The recrystallized equiaxed 
microstructure in the SZ has been observed to contain significantly refined prior β grains with α colony sizes 
of one quarter to half the prior β grain size [14]. In the current work, the prior β was refined from 13µm in 
the BM to approximately 5µm thus α colony sizes and related slip lengths could be in the 1µm range. This 
significant reduction in the slip length is reported to improve the high cycle fatigue properties in bimodal 
titanium alloys [15]. Meanwhile, the cracks in the FSW specimens also showed significant kinking towards 
the retreating side of the weld whereas in the BM specimens the cracks propagated perpendicular to the 
loading direction, Fig. 4 (b). The kink angle in both of the FSW specimens was about 40° and the kinking 
occurred after normal propagation of approximately 1mm. The propagation in the vicinity of the notch is 
known to be influenced by the notch such that the initial propagation perpendicular to the loading direction 
could be related to this effect. Considering that the stress intensity factor (SIF) range, ∆KI, used in Fig. 4 (a)  
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assumed pure Mode I loading where the crack length was based on the horizontal increment, it is worthy to 
discuss the role of crack deflection in the effective stress intensity factor. As a first approximation this is 
possible in terms of the coplanar maximum strain energy release rate theory [16]. Where the effective 
stress intensity factor, ΔKeff, for a finite kink length is given by: 

,                                                    

where θ is the kink angle. A plot of the ΔKeff and the FCP rate in Fig 4 (c) shows the curves of the FSW 
approaching those of the BM but not enough to cover the whole band. The remaining difference could thus 
be attributed to the discussed microstructural refinement. To get a better insight on the preference of the 
crack to deflect towards the RS, and not the AS, residual stresses were measured across the weld and are 
presented in the next section. 

3.3 Residual Stress Distribution 
The residual stresses obtained by the XRD method in the three in-plane directions, Fig. 5 (b), are shown in 
Fig. 5 (a). A wide distribution of the residual stresses was observed in all the 3 direction with peaks in the 
weld centre. Within the weld affected areas the residual stresses were tensile in all directions except in the 
transverse and 45° directions on the AS. This profile generally resembles that obtained in conventional 
welds [17]. However, there has been a paucity of data on the residual stresses in FSWed titanium alloys. In 
work on a FSWed Ti-6Al-4V alloy, John et al. [8] measured transverse residual stresses through XRD and 
reported a similar profile with peak stresses in the weld centre and variations through the weld thickness. 

 UTS, 
MPa 

Elongation, 
% 

Specimen 

BM 378 19 

FSW 335 8 

Table 2 Tensile Properties 

Fig. 2 Microstructural gradation in the FSWed area 

Fig. 3 Hardness distribution across the FSWed area 

(1) 
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Pasta and Reynolds [9], on the other hand, used the cut compliance technique to measure the longitudinal 
residual stresses in a Ti-6Al-4V FSW and also reported peak tensile stresses in the SZ flanked by 
compressive residual stresses on the both the AS and RS. In the current work, since the loading direction in 
the FCP test was transverse to the welding direction, a consideration of the transverse residual stresses 
would indicate preferred FCP on the RS than on the AS. However, this cannot adequately explain the crack 
deflection because the SZ which has the highest tensile residual stresses would be more preferable for 
FCP than the RS. Based on the tensile residual stresses in the SZ, the FCP rate in the FSW specimens 
would be expected to be higher than that in the BM which had marginal compressive transverse residual 
stresses of -57 MPa. This discrepancy could indicate that the microstructure had higher influence on the 
FCP rate in the SZ than the residual stresses. In the work by Pao et al. [10] on the FCP in Ti-5111 FSWed 
at different conditions, they showed through stress relief annealing that the influence of the microstructure 
and residual stresses could depend on the FSW conditions and the ΔK level. As such, the observations 
made in this work cannot be expected to be the general relationship.   

Further calculations were also made for the present work to evaluate the principal and maximum shear 
stresses and their directions. Fig. 6 shows a representation of these stresses and their directions 
schematically imposed on macrographs of the cracked FSW CT specimen. The shear stresses were found 
to be heterogeneous in both magnitude and direction where the shear stresses of 96 MPa on the AS were 
found to cause rotation that is counter to that caused by the 82.7 MPa shear stresses in the SZ. Whereas 
the shear stresses on the RS were oriented for co-rotation with those in the SZ. Factoring in the 
misalignment of just 32° in their directions, the co-rotation between the SZ and the RS would have a 
resultant shear stress component to cause Mode II loading that could result in the crack deflection. This 
observed heterogeneity in the residual stresses suggests that the maximum shear stress components could 
play a major role in the FCP behaviour in the welded area. 

 

  

 

 

(a) (b) (c) 

Fig. 4 (a) FCP rates in the BM and the FSW, (b) Crack appearance showing kinking in the FSW 
specimen and (c) FCP rates with respect to ΔKeff calculated using Eq. 1 

Fig. 5 (a) Residual stress distribution in 3 in-plane directions (b) Illustration of the directions and 
measurement locations 

(a) (b) 
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4 SUMMARY 

In this work, the role of the microstructure and residual stresses on the FCP of a FSWed titanium alloy were 
investigated. Observation of the microstructure on the weld cross section showed refinement of the prior β 
grain size from 13μm in the base metal to approximately 5μm in the SZ due to the thermomechanical effect 
of the stirring. Considerable gradation in the grain sizes across the weld thickness was also observed 
where the mid-thickness area of the weld had the largest grain sizes within the SZ. This was discussed with 
regards to the differences in the thermomechanical processes at these depths and the low thermal 
conductivity of the material. The hardness distribution showed a peak in the SZ concomitant with the 
refined microstructure and miniature specimens used for tensile testing fractured with 90% joint efficiency 
near the interface of the SZ and the BM indicating competence of the SZ. FCP tests using CT specimens 
with initial notches in the SZ and parallel to the weld direction showed lower propagation rates in FSW 
specimens than the BM. Significant kinking of the cracks towards the retreating side was also observed in 
FSW specimens but not in the BM. The effect of the kinking on the effective crack driving force, ΔKeff, at the 
crack tip was factored in using the coplanar maximum strain energy release rate theory, after which a small 
reduction in the differences between the FCP rates of the BM and the FSW was obtained. The difference in 
the FCP rate between the BM and the FSW after application of the ΔKeff was discussed with regards to the 
microstructural evolution; refinement of the microstructure gives small sized α colonies and slip lengths 
which could result in the lower FCP rates. Residual stresses obtained through XRD could also be used to 
understand the FCP behaviour in the FSW specimens. The in-plane residual stresses were found to be 
predominantly tensile but with significant variations across the weld. Considering the tensile residual 
stresses in the SZ and the lower FCP rates, it was postulated that for the current material, the influence of 
microstructure on the FCP was predominant over that of the residual stress. It was also shown through 
considerations of the heterogeneity in maximum shear stress components that these variations could play a 
role in the crack kinking and thus the FCP behaviour in the FSW.  
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Abstract: It is well-known that coefficients of friction between mating surfaces of aluminum parts and 
titanium parts are significantly higher than those of steel. In bolted joints, the tightening strength of the bolt 
decreases with an increase in the coefficient of friction between thread surfaces because the twisting 
torque generates by the thread friction to the bolt increases. In our previous study, we confirmed the 
tightening strength of A5056 aluminum alloy bolts and TW340 pure titanium bolts decreased until 
approximately a half of the tensile strength. Therefore to maintain the tightening strength of the nonferrous 
bolts, we need to propose the appropriate lubricant to reduce the coefficients of friction between thread 
surfaces. In this study, tightening tests for A5056 aluminum alloy bolts and TW340 pure titanium bolts were 
conducted using four kinds of lubricants, machine oil ISO VG46, MoS2 grease and two polyisobuthylenes 
with different kinetic viscosity. The results showed that the tightening strengths of A5056 aluminum alloy 
bolts were greatly improved if the bolted joints were lubricated by MoS2 grease or two polyisobuthylenes 
during a tightening. The tightening strengths of TW340 pure titanium alloy bolts could not enough be 
improved even if MoS2 grease and polyisobuthylenes were used. However if the polyisobuthylene with high 
kinetic viscosity was used for the lubricant, the tightening strength of TW340 pure titanium bolt was 
improved 10 % against the other lubricated conditions. 

Keywords: Bolt Tightening, Aluminium Alloy Bolt, Pure Titanium Bolt, Lubricant, Tightening Strength 

1 INTRODUCTION  

Lightweight technology is demanded in various vehicles to improve the efficiency. Hence we have to reduce 
weight of not only structural members and frames but also machine elements such as bolts and nuts at 
present [1]. In general, it is well-known that the coefficients of friction between mating surfaces of aluminium 
parts and titanium parts are greatly higher than those of steel [2-6]. Bolted joints have two contacting 
surfaces, thread surface and bearing surface, in usual. The tightening strengths of bolts decrease with an 
increase in the coefficient of friction between thread surfaces because the twisting torque generates by the 
thread friction to the bolt increases [7,8]. Hence if the bolted joints are made of aluminium or titanium, the 
tightening strengths of the bolts decrease against the tensile strengths. In our previous study, it was 
confirmed that the tightening strength of aluminium alloy bolts and pure titanium bolts decreased until a half 
of the tensile strengths [9]. Therefore appropriate lubricants, which can stably decrease the coefficient of 
friction between thread surfaces for aluminium bolts and titanium bolts, must be proposed to improve the 
strength of the bolted joints. 

In this study, tightening tests have been conducted using aluminium alloy bolts and pure titanium bolts to 
find out the appropriate lubricants for the tightening. The test bolts made of A5056 aluminium alloy and 
made of TW340 pure titanium were used. A clamped part material and a nut material were also the same 
as the bolts. The lubricants in the experiments were used machine oil ISO VG46, MoS2 grease and two 
polyisobuthylenes with different kinetic viscosity. The relationships between torque coefficients 
corresponding to the frictional characteristics in bolted joints and the tightening strengths have been 
investigated under each lubricated condition. And then the appropriate lubricants for the tightening have 
been selected. 

2 TEST BOLTS, TEST NUTS AND BOLT/NUT ASSEMBLY 

Figure 1 shows a schematic illustrations of a test bolt, a test nut and a tightening situation of tightening 
tests. The test bolt was used a commercial hexagon head bolt M8 made of A5056 aluminum alloy and 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

156 

 

TB340 pure titanium. Table 1 shows the mechanical properties of the test bolts published by the 
manufacturers. Table 2 shows the chemical composition of the bolt materials. The thread portion of the 
bolts were processed with cold thread rolling. 

The test nut shown in Fig. 1(b) was the commercial hexagon nut M8 made of the same material as the 
each bolt. The clamped part contacting the nut bearing surface was also made of the same material as the 
each bolt. When the bolt/nut assembly was tightened as shown in Fig. 1(c), the bolt head rotation was fixed 
and the nut was rotated during the tightening test. The grip length of the bolt/nut assembly was lg=22 mm 
and the engaging thread length was le=6.5 mm (the nut height). 

 

 

3 EXPERIMENT 

Figure 2 shows an experimental apparatus for the tightening tests. Fig. 2(a) shows the schematic 
experimental apparatus and Fig. 2(b) shows the bolt/nut assembly including a load cell. In Fig. 2(a), the 
tightening device including a wrench, a torque transducer and an induction motor can move in a 
perpendicular direction by a manual jack. The tightening torque T was measured with the torque transducer 
and the nut rotation (Tightening angle θ) was measured by a rotary encoder attached to the motor. The nut 
rotation speed at the tightening test was set at ω=5 rpm. 

In the bolt/nut assembly shown in Fig. 2(b), the load cell to measure the thread torque Tt and the clamping 
force F was set on the base plate. The bolt head was fixed at the load cell. The upper clamped part was 
fixed on the upper plate. At that time, we could measure the thread torque Tt independently by maintaining 
a space between the lower clamped part and the upper clamped part. The bolt/nut assembly was tightened 
rotating the nut. 

Four kinds of lubricants were used in the tightening experiments. The first one is a machine oil ISO VG46 
(VG46), the second one is a MoS2 grease (MoS2). The third lubricant is a polyisobuthylene (PIB) which is 
sold as the special lubricant for bolt tightening. The fourth lubricant is polyisobuthylene (PIB-H) with higher 
kinetic viscosity than PIB. Table 3 shows the characteristics of two types of polyisobuthylene. 

Table 2 Chemical composition of the test bolts 

Material Cu Fe Si Mn Cr Zn N O H Mg Al Ti 

A5056 0.01 0.12 0.07 0.07 0.07 0.00 - - - 4.58 RE. 0.03 

TW340 0.04 0.037 - - - - 0.002 0.043 0.0024 - - RE. 

 

Table 1 Mechanical properties of the test bolts 

Material Ultimate strength σu 0.2% proof stress σ0.2 

A5056 310 MPa 205 MPa 

TW340 392 MPa 245 MPa 

 

Fig. 1 Test bolt, test nut and bolt/nut assembly 

Table 3 Kinetic viscosities, viscosities and densities of the lubricants 

Lubricant 
Kinetic viscosity, 
mm2/s at 20°C 

Viscosity, 
Pa-s at 20°C 

Density 
kg/m3 at 20°C 

PIB 24324 21.6 890 

PIB-H 261384 235 900 
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In this study, we investigate the relationships between the frictional characteristics under the different 
lubricated conditions and the tightening strengths of the bolt/nut assemblies. And then we propose the 
appropriate lubricant for the bolt tightening. Parameters which was used in discussion of the frictional 
characteristics are explained. 

In the tightening process, the tightening torque T is divided into the thread torque Tt and the bearing surface 
torque Tw, and the relationship between the tightening torque T and the clamping force F is also expressed 
as a following equation. 

FdKTTT wt ⋅⋅=+=        (1) 

where K is defined as a torque coefficient, and d is bolt size. The tightening torque T was measured by the 
torque transducer shown in Fig. 2(a). And the thread torque Tt and the clamping force F was measured by 
the load cell shown in Fig. 2(b). 

K is expressed by a following equation. 
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
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where d2 is pitch diameter. µs is the coefficient of friction between thread surfaces, and µw is the coefficient 
of friction between bearing surfaces. α is flank angle of the bolt thread. P is the thread pitch. Dw is the 
equivalent torque diameter of the bearing surface, which is expressed as a middle diameter between the 
outer diameter of the contacting bearing surface Do and the inner diameter of the contacting bearing 
surfaces Di. 

We also defined the thread torque coefficient Kt as the coefficient of the thread torque Tt to reveal 
influences of the friction characteristic between thread surfaces on the tightening strengths of the bolt/nut 
assemblies. The thread torque coefficient Kt is defined by a following equation. 
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Tt is expressed by a following equation. 

FdKT tt ⋅⋅=         (4) 

In the tightening experiments, after the test bolt and the nut were set to the experimental apparatus as 
shown in Fig. 2(b), the nut was tightened until the clamping force F reached 3 kN. After the wrench was 
removed once from the nut, the wrench was set to the nut again. Then the nut was tightened until the bolt 
breaks. The tightening torque T, the thread torque Tt, the clamping force F and the tightening angle θ were 
measured in the tightening experiments. After experiments, we calculated the torque coefficient K and the 
thread torque coefficient Kt. The proof clamping force F0.2 and the ultimate clamping force Fu were also 

 

Fig. 2 Experimental apparatus 
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measured. The tightening experiments were also performed under no lubricated condition (NL) in addition 
to the tightening experiments under the lubricated condition by four lubricants. The each tightening 
experiment was performed five times. The test bolt and the test nut was replaced a new bolt and nut in 
each experiment. The bearing surface of the upper clamped part was also polished by a sand paper #600 
in each experiment. 

4 EXPERIMENTAL RESULTS AND DISCUSSIONS 

Figure 3 shows examples of relationships between the tightening torque T and the clamping force F in the 
tightening tests for A5056 aluminum alloy bolts. In Fig. 3, the abscissa is the clamping force F. The ordinate 
is the tightening torque T. The black solid line shows a result under no lubricated condition. The gray solid 
line shows a result for the lubricated condition by machine oil ISO VG46. The gray dotted line shows a 
result for the lubricated condition by MoS2 grease, and the black dotted line shows a result for the lubricated 
condition by PIB. 

It could be seen in Fig. 3 that an inclination of T against F for NL was significantly larger than others. But we 
cannot find the obvious difference in between the behaviours of T in the tightening test under the four 
lubricated conditions. The results shows that the coefficient of friction under no lubricated condition for 
A5056 aluminum alloy bolt was significantly higher than others. 

Figure 4 shows examples of relationships between the clamping force F against the tightening angle θ in 
the tightening tests for A5056 aluminum alloy bolts. In Fig. 4, the abscissa is the tightening angle θ. The 
ordinate is the clamping force F. The black solid line shows a result of the tightening test lubricated by 
machine oil ISO VG46. The gray solid line shows a result of the tightening test under no lubricated 
condition. In Fig. 4, the proof clamping force F0.2 was defined as the clamping force F at which the bolt was 
elongated 0.2 % against the grip length lg=22 mm. The ultimate clamping force Fu was defined as the 
maximum clamping force F. 

The proof clamping force F0.2 and the ultimate clamping force Fu in the tightening test of VG46 were 
obviously higher than those of NL. In the tightening test of NL, the elongation until the bolt breaks also 
decreased drastically. It could be seen that the bolt under no lubricated condition had already occurred 
plastic deformation at F=3 kN although the experiments were once stopped at F=3 kN. 

Figure 5 shows the proof clamping forces F0.2 and the ultimate clamping forces Fu of A5056 aluminum alloy 
bolts under each lubricated condition. Figure 6 also shows F0.2 and Fu of TW340 pure titanium bolts. In Fig. 
5 and Fig. 6, the abscissa is F0.2 and Fu. The ordinate indicates the lubricated conditions. The black error 
bars show the scatter bands of Fu and the black circles show the average of Fu. The gray error bars show 
the scatter bands of F0.2 and the gray circles show the average of F0.2. The results of tensile tests were also 
showed in the left side in Fig. 5 and Fig. 6. 

Figure 5 shows that the tightening strengths, Fu and F0.2, of A5056 were obviously lower than the tensile 
strengths, Pu and P0.2. It can be seen that the tightening strengths remarkably depend on the lubricated 
conditions. The tightening strengths under no lubricated condition were lower than the half of the tensile 
strength, and the tightening strengths under the lubricated condition by machine oil ISO VG46 were almost 
the half of the tensile strength. The tightening strengths under the lubricated condition by MoS2 grease, PIB 
and PIB-H were about 80 % of the tensile strength. The results indicate that MoS2 grease, PIB and PIB-H 

 

Fig. 3 Behaviours of the tightening torque T against 
the clamping force F during tightening tests 
for A5056 aluminum alloy bolts. 

 

Fig. 4 Behaviours of the clamping force F against 
the tightening angle θ during tightening tests 
for A5056 aluminum alloy bolts. 
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are the appropriate lubricants for A5056 aluminum alloy bolts to maintain their strengths. 

Figure 6 also shows that Fu and F0.2 of TW340 obviously decreased until half of Pu and P0.2. However the 
tightening strengths were almost the same regardless of the lubricated condition except for PIB-H. The 
tightening strengths under the lubricated condition by PIB-H were about 10 % higher than others. The 
results indicate that PIB-H are better lubricants for TW340 pure titanium bolts than others. 

In bolt tightening process, the relationship between the tightening torque T and the clamping force F is not 
almost constant although the relationship is usually considered as a constant in general. This is because 
the frictional characteristics between thread surfaces and between bearing surfaces frequently change 
during tightening process. Hence the torque coefficient K and the thread torque coefficient Kt were devided 
into two parts. The first torque coefficient K and the first thread torque coefficient Kt were calculated 
averaging these value at the early tightening process stage, F=0 kN ~ 3 kN. The second torque coefficient 
K and the second thread torque coefficient Kt were also calculated averaging these value at the final 
tightening process stage, F=4 kN ~ 6 kN. K and Kt in the final stage roughly correspond to K and Kt in 
plastic region. Fig. 7 shows the scatter bands of the two torque coefficients K and the two thread torque 
coefficients Kt in the early stage and the final stage for A5056 aluminum alloy bolts on the each lubricated 

 

Fig. 8 Torque coefficients K and thread torque 
coefficient Kt of TW340 bolts 

 

Fig. 6 Ultimate clamping force Fu and 0.2 % proof 
clamping force F0.2 of TW340 bolts tightened 
under each lubricated condition. 

 

Fig. 5 Ultimate clamping force Fu and 0.2 % proof 
clamping force F0.2 of A5056 bolts tightened 
under each lubricated condition. 

 

Fig. 7 Torque coefficients K and thread torque 
coefficient Kt of A5056 bolts 
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condition. Fig. 8 also shows the scatter bands of K and Kt in the early stage and the final stage for TW340 
pure titanium bolts on the each lubricated condition. In Fig. 7 and 8, the black solid lines show the scatter 
bands of K in the early stage, and the black circle shows these averages. The black dotted lines show the 
scatter bands of K in the final stage, and the black square shows these averages. The grey solid lines show 
the scatter bands of Kt in the early stage, and the grey circle shows these averages. The grey dotted lines 
show the scatter bands of Kt in the final stage, the grey square shows these averages. 

It can be seen from Fig. 7 and 8 that the tightening strengths Fu and F0.2 became low, if the torque 
coefficients K and Kt were high regardless of the stages. We can confirm that there are good correlations in 
the both bolts. It can be also seen that the correlations between the torque coefficients K and Kt and the 
tightening strengths in the final stage were stronger than the correlations between the torque coefficients K 
and Kt and the tightening strengths in the early stage. The reason is considered as the follows. When the 
bolts reach the tightening strengths, Fu and F0.2, the bolts have already exceeded the yield stress. Therefore 
it is considered that the torque coefficients K and Kt at the final region, which is the torque coefficients in the 
plastic region, have a strong correlation. 

5 CONCLUSIONS  

The tightening tests under the several lubricated conditions for A5056 aluminum alloy bolt and TW340 pure 
titanium bolts were conducted in order to propose the appropriate lubricants for the tightening. The results 
obtained in this study are summarised as follows. 

1. The tightening strength of A5056 aluminum alloy bolt, the proof clamping force and the ultimate 
clamping force, in the tightening tests under the lubricated conditions by MoS2 grease and 
polyisobuthylene were about 20 % lower than the tensile strength. The tightening strength in the 
tightening tests under the lubricated by machine oil decreased about 50 %, and the tightening strength 
under no lubricated condition decreased over 50 %. As the results, it was considered that MoS2 grease 
and polyisobuthylene are the appropriate lubricants for A5056 aluminum alloy bolts to maintain the 
tightening strengths. 

2. The tightening strength of TW340 pure titanium bolts decreased until half of the tensile strength 
approximately. The tightening strengths did not almost depend on the lubricated condition except for 
polyisobuthylene with high kinetic viscosity. The tightening strengths under the lubricated condition by 
the polyisobuthylene with high kinetic viscosity were about 10 % higher than others. As the results, it 
was considered that polyisobuthylene with high kinetic viscosity are better lubricants for TW340 pure 
titanium bolts. 
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Abstract: Fretting wear performance of the homogenous specimen pairs of high strength alloy steel, 
BÖHLER W460 under normal laboratory conditions was investigated. Fretting wear studies were conducted 
under an applied normal load of 250 and 650 N with displacement amplitudes of 25 and 100 µm in a 
cylinder-on-flat configuration. The hardness of the heated treated W460 specimen was in the range of              
605 ± 15 HV30. The average values of the surface roughness (Ra) of the flat and cylindrical specimen are 
0.40 ± 0.08 µm and 0.43 ± 0.10 µm respectively. Steady state tangential force coefficient increases with an 
increase in displacement amplitude and decreases with an increase in applied normal loads for the 
conditions examined. At low displacement amplitude, the total dissipated energy and wear volume 
decreases with increase in applied normal load which may be attributed to the change in the shape of the 
friction loops from quasi-static rectangular shape to elliptical shape i.e., from gross slip regime to mixed slip 
regime. At high displacement amplitude, the total dissipated energy increases with an increase in applied 
normal load and there is no appreciable change in wear volume for same displacement amplitude with an 
increase in applied normal load. The worn surface morphology of the fretted specimen examined by 
scanning electron microscope shows the presence of loose wear debris in the wear track, delamination 
cracks, delamination with large discontinuities, plate-like wear debris, oxide patches and formation of large 
cavities. 

Keywords: Fretting wear; high strength steel; wear mechanism 

1 INTRODUCTION  

Fretting is a tribological mechanism of surface degradation occurring between two normally loaded 
contacting members as a result of cyclic loading, sustained for a large number of cycles, causing 
reciprocating slip typically in the order of a few tens of microns. The probability of encountering fretting in 
machine elements and engineering structures such as splines, bearing races, keys and keyways, clamped 
connections and mechanically fastened joints is extremely high during service due to vibration of the total 
system or variation in loads which may lead to damage of the contacting surfaces and can dramatically 
reduce the operating life of the components [1]. Fretting wear has been investigated for more than five 
decades by researchers and it has been reported that fretting damage can be influenced by more than fifty 
parameters [2]. Although the form of fretting wear is complicated in nature, the displacement amplitude and 
the applied normal load are considered as the two most important factors affecting the process of fretting 
action [3]. In fretting wear the role of wear debris is critical; as the wear debris gets accumulated between 
the mating surfaces it forms a compacted oxide bed, often resulting in the wear rate dropping significantly. 
The absence of an all-embracing wear law due to the complex relationship between fretting wear, slip 
regime and the evolution of wear debris in, or release from, the contacting interface makes the quantitative 
modelling of fretting wear phenomenon as a challenging topic. The effect of contact geometry on the 
fretting wear rate of the high strength alloy steel, SCMV, were studied by Warmuth et al. [4], who reported 
that less conforming contact resulted in higher wear rates and more conforming contact was associated 
with lower wear rates due to the fact that in more conforming contacts, higher levels of adhesive transfer 
and beds of metallic debris particles are observed. They also stated that the variation in the contact 
geometry does not affect the wear rate and wear mechanism due to the differences in contact pressure, but 
it is influenced by the amount of oxygen in the fretting contact zone and the amount of debris flowing out of 
the fretting contacts. Pearson et al. [5] studied the effect of temperature on the fretting wear behaviour of 
SCMV steel; they found that the wear rate and coefficient of friction of SCMV in contact with itself 
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decreases with an increase in temperature and proposed this was due to the fact that oxide particles 
sintered at the contact interface surface to form a protective debris bed. 

BÖHLER W460 is a newly developed, ultra high strength steel for motorsport and advanced engineering 
applications. The double vacuum melted production route leads to an ultra clean steel with excellent 
mechanical properties. Suggested applications for this steel are highly fatigue-loaded components such as 
camshaft, gears, bolts and drive shafts, all of which are susceptible to fretting wear where contact 
conditions exist. In this work, the fretting wear behaviour of BÖHLER W460 (i.e., W460 against W460), was 
investigated using a cylinder-on-flat configuration under various applied normal loads and displacement 
under dry sliding conditions. 

2 TEST MATERIAL AND EXPERIMENT DETAILS 

A series of fretting wear tests were conducted on the BÖHLER W460 (4.55 Cr, 3 Mo, 0.75 V, 0.5 C, 0.2 Si, 
0.45 Mn and balance Fe by wt. %) high strength alloy steel at ambient temperature using a crossed 
cylinder-on-flat configuration, which results in a 10 mm line contact. The test material was initially cut into 
specimen blanks with a heat treatment allowance on all the sides. After the heat treatment process was 
performed, the raw material blanks were further machined into the final dimensions of the flat and 
cylindrical specimens ensuring that the decarburised layer formed by the heat treatment was completely 
removed from the specimen surface area. Figure 1 shows the cylinder-on-flat configuration of the specimen 
pair assembled for the fretting tests. The Vickers hardness of the heat treated W460 material machined 
surface was found to be in the range of 605 ± 15 HV30. The room temperature yield strength and ultimate 
tensile strength of the W460 material is 1800 and 2250 MPa respectively. The surface roughness of the flat 
and cylindrical specimen was measured using surface profilometer on six specimens with three repeats on 
each specimen. The average values of the surface roughness of the flat and cylindrical specimens were 
found to be 0.40 ± 0.08 µm and 0.43 ± 0.10 µm respectively. 
 
 

 
 
The flat specimens were manufactured with a width of 10 mm while the cylindrical specimens have a radius 
of 6 mm. The full details of the fretting wear setup are given elsewhere [5] although a brief description of the 
test rig is presented here for ease of understanding. Prior to the experiment, all specimens were 
demagnetised, thoroughly degreased using detergent, rinsed with industrial methylated spirit (IMS) and 
acetone and finally dried using a hot air dryer. The flat specimen was mounted on a stationary lower 
specimen mounting block (LSMB) while the cylindrical specimen was mounted on a moving upper 
specimen mounting block (USMB). Fretting experiments were performed with displacement amplitudes of 
25 and 100 µm and a constant frequency of 20 Hz with relative humidity of 35 ± 5 %. Fretting wear test 
conditions used in the present investigation are listed in Table 1. An electromagnetic vibrator generates a 
force, which is axially guided by a leaf spring, which produces the relative displacement between the flat 
and cylindrical specimens which was measured between the upper and lower specimen mounting block 
using a linear variable differential transformer (LVDT) and piezoelectric load cell was used to measure the 
tangential force at the contact interfaces. Dead weights were used to apply the normal loads using the lever 
arm to the USMB. The tangential force (Q) and relative displacement (∆), were continuously measured 
using the control and data acquisition system programmed in LabVIEW. Both displacement and load 
sensors were calibrated (both externally and in-situ) under static conditions. The important quantitative 
fretting parameters such as the tangential force, displacement amplitude and dissipated energy were 

Fig. 1 Cylinder-on-flat specimen configuration used in the fretting experiments, where W = 10 mm, 
R = 6 mm, P is the normal load applied 
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obtained by post processing the acquired raw data. The load and displacement signals were sampled at a 
rate of two hundred measurements per fretting cycle and the value of the tangential force coefficient per 
fretting cycle was calculated by dividing the maximum tangential force values obtained in a friction loop by 
the corresponding normal load applied. The behaviour of the contact throughout the experiment can be 
monitored by observing the fretting loops and frictional loops were obtained by plotting the friction force 
against the imposed displacement during the entire fretting cycle. Energy dissipation at the contact 
interface was estimated by calculating the area enclosed within a friction loop and the summation of energy 
dissipated throughout the fretting cycle gives the total dissipated energy for that individual fretting 
experiment. To evaluate the topography, the wear scar on both the flat and cylindrical specimens were 
scanned individually using a Taylor-Hobson Talysurf CL1 1000 tactile profilometer with a fine diamond 
stylus of 90° and 2 µm radius. Prior to scanning, the specimens were rinsed with acetone to remove the 
wear debris that is not adhered to the surface. In flat specimens, as the wear scars extend over the full 
width of the specimen, profiles were taken only on the central 8 mm of the scars at 0.25 mm spacing 
between the traces. For cylindrical specimens, the profiles were taken over an area covering the wear scar 
with 0.25 mm spacing between the traces.  The specific wear rate were calculated using the empirical 
equation [4] as given below 

Specific	wear	rate	V
 � =	
V�

4δPC
 

 
where, �� is the total wear volume of the flat and cylindrical specimens (mm3), δ is the displacement 
amplitude (mm), P is the applied normal load (N), C is the number of cycles elapsed. The worn surface 
morphology of the fretted surfaces were characterised by using a Philips XL 30 SEM scanning electron 
microscope. 

Table 1 Summary of the fretting test conditions 
 

Normal load, P (N) 250 and 650 

Displacement amplitude, ∆ (µm) 25 and  100 

Number of cycles (C) 100 x 103 

Radius of the cylindrical specimen, R (mm) 6 

Frequency, f (Hz) 20 

Temperature (°C) Ambient 

3 RESULTS AND DISCUSSIONS 

The tangential force coefficient under fretting sliding conditions is defined as the ratio of the tangential force 
amplitude and the applied normal load. The variation of tangential force coefficient with cycles elapsed for 
W460 steel fretted against W460 steel at different applied normal loads and displacement amplitude is 
shown in Figure 2. At the fretting contact region, the tangential force is considered to be produced through 
either trapping of the oxide debris in between the surface asperities, or by direct interlocking of surface 
asperities. At the beginning of fretting, the tangential force coefficient is low and after the completion of a 
few hundred cycles, the tangential force coefficient increases rapidly for all the conditions investigated. 
During the fretting process, the tangential force coefficient decreases/increases with increasing fretting 
cycles and reaches a more steady state value. The initial increase is attributed to the rapid removal of the 
natural lubricant layer on the contacting surface, which is a weak oxide and provides minimal protection to 
wear; this initial case is a two-body wear system [6]. As the fretting cycles progress, more and more wear 
debris are generated at the contact interface due to the repeated sliding action and these debris may 
remain stuck between the two contacting interfaces thereby forming a three-body wear system. This third-
body (wear debris) acts as a natural barrier by separating the direct interaction between the two contacting 
interfaces, subsequently the local stress field is lowered, which prevents further crack nucleation and 
propagation and thereby the tangential force coefficient reaches a steady state value. Formation of the 
wear debris within the fretting contact interface normally specifies that fretting wear phenomenon has 
reached the steady state when the third-body dynamics will determine the fretting wear performance [7]. 
The tangential force coefficient decreases with an increase in applied normal loads under fretting for same 
displacement amplitude; this behaviour is similar to that reported by previous researchers [8, 9]. At low 
applied normal loads the presence of loose wear debris in the contact interfaces and low surface contact 
stresses makes the asperities interlock each other at the mating interfaces and results in high a tangential 
force coefficient irrespective of the displacement amplitude. As the displacement amplitude increases the 
tangential force coefficient increases for the same amount of the applied normal load. Surface contact 
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stresses increase with an increase in the applied normal loads and the surface asperities at the contact 
interface are deformed resulting in a low tangential force coefficient [1]. To enable further comparison 
between the different parameters, the average values of the tangential force coefficient between 25 x 103 to 
100 x 103 cycles was calculated and is presented in Figure 3 for the different fretting conditions 
investigated. The data shows that the steady state tangential force coefficient increases with an increase in 
displacement amplitude and decreases with an increase in applied normal loads.  
 

 
 
The friction force and relative displacement of the sample provides evidence about the nature of the contact 
that occurs between the contacting interfaces during fretting. Figure 4(a) represents the friction log, or cycle 
varying history of the force-displacement loops of the test carried out at a load of 250 N and displacement 
amplitude of 100 µm; from the figure it is clear that under these conditions, the contact interface is in the 
gross slip regime. The change in the slip regime is identified by the change in the shape of the friction loops 
from trapezoidal to a near elliptical shape. Figure 4(b) shows the characteristic, steady state friction loops at 
50,000 cycles under the different conditions investigated. The quasi-rectangular shape of the force-
displacement loop at low applied normal loads indicates the gross slip regime where the slip is spread over 
the entire contact area with a significant amount of dissipated energy. Under the gross slip condition, all the 
work done by fretting is irreversibly dissipated by displacement as friction; the condition is associated with 
severe wear. In the gross slip condition, the energy spent to move the specimen is dissipated in the form of 
heat at the contacting interfaces and the actual relative displacement may be considered as almost equal to 
the applied stroke [10]. Under gross slip, the shear stress is a maximum at the centre of the contact region 
while under partial slip conditions, the maximum shear stress occurs at the boundary of stick and slip zone. 
Figure 5 shows the graphical representation of the various fretting regime that occurred during fretting 
action for the different applied normal loads and displacement amplitudes carried out as part of this testing. 
It is observed that partial slip is present at 650 N load and 25 µm displacement, whereas at other 
displacement amplitudes and applied normal loads a gross slip condition exists. 

As the displacement amplitude increases the area enclosed by the force-displacement curve increases, 
indicating that the energy required for the fretting action increases. Figures 6(a) and 6(b) show the influence 
of applied normal load and displacement amplitude on total energy dissipated and specific wear rate 
respectively. At low displacement amplitudes, the total dissipated energy and wear volume decreases with 
increase in applied normal load which may be attributed to the change in the shape of the friction loops 
from a quasi-static rectangular shape to an elliptical shape i.e., from gross slip regime to mixed / partial slip 
regime. At high displacement amplitude, the total dissipated energy increases with an increase in applied 
normal load and there is no appreciable change in the wear volume for the same displacement amplitude. 
Figure 7 shows the scanning electron microscope images of the W460 steel fretted against W460 steel at 
250 N applied normal load and 25 µm displacement amplitude. During fretting action oxidized wear debris 
was formed within the contact and substantial amounts of loose dark brown wear debris are piled up on 
both the edges of the fretted specimen wear scar irrespective of the test conditions, which indicates that it is 
primarily composed of Fe2O3 particles with a small amount of un-oxidized metal. For all the conditions 
investigated, the surface of the wear scar is primarily metallic with small amount of oxidized debris on the 
outer edge of the wear scar. Figures 7(a) and 7(b) show the scanning electron microscope and back 

Fig. 3 Steady state tangential force coefficient 
plotted for the conditions 

Fig. 2 Variation of the tangential force coefficient 
with elapsed cycles for W460 steel fretted 
against W460 steel at different applied normal 
loads and displacement amplitude 
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scattering electron microscope image showing the presence of metallic wear and oxide debris with loose 
wear debris. Figures 7(c) and 7(d) show the presence of delamination cavities and plate-like debris with 
loose wear particles on the contact surfaces respectively. For all the conditions tested the scanning electron 
microscope analysis shows the presence of loose wear debris in the wear track, delamination cracks,  
plate-like wear debris, oxide patches and the formation of large delamination cavities. The most 
predominant mechanism of failure in W460 steel fretted against W460 steel under these conditions is 
abrasive wear. 

 

 
 
 
 

 
  

Fig. 6 Influence of applied normal load and displacement amplitude on (a) total energy dissipated and 
(b) specific wear rate 

Fig. 5 Graphical representation of the fretting regime for the test condition investigated 

Fig. 4 W460 steel fretted against W460 steel (a) friction logs at 250 N, 100 µm (b) friction loop at 
50,000 cycles 

(a) 
(b) 
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4 CONCLUSIONS  

The fretting wear performance of W460 steel against W460 steel was examined using a cylinder-on-flat 
configuration. For the conditions studied, the steady state tangential force coefficient decreases with an 
increase in applied normal loads and increases with an increase in displacement amplitude. The total 
dissipated energy and wear volume decreases with increase in applied normal load for low displacement 
amplitude, which may be attributed to a change in the slip regime. At high displacement amplitude, the total 
dissipated energy increases with an increase in applied normal load, however with an increase in applied 
normal load for the same displacement amplitude, there is no appreciable change in wear volume. Abrasion 
was found to be the most predominant mechanism of failure in W460 under the fretting conditions 
investigated.  
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Fig. 7 SEM images of the W460 steel against W460 steel at 250 N, 25 µm (a & b) oxide debris with loose 
wear debris, (c) delamination with large discontinuities and (d) plate-like debris with loose wear particles         
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Abstract: Cavitation is a complex process that includes the steps of nucleation, growth, coalescence, 
collapse and successive rebound of bubbles and/or clusters of vapour and/or gas in a liquid when varying 
its thermodynamic and hydrodynamic conditions during short periods of time. When cavitation occurs close 
to the surface of a solid, it causes localized damage due to the high impact pressures that exceed the yield 
strength of the material and/or as a consequence of the fluctuating stresses that promote surface fatigue. In 
many systems like hydraulic equipment, fluid pump impellers, ship propellers and steam turbines, etc. 
mechanical erosion can be a great problem. For this reason, a growing interest in polymer coatings for 
tribological applications has emerged in the last years, being epoxy resins are good candidates. This work 
focused on the analysis of surface damage of nanocomposites as epoxy-based coating. The epoxy resin 
used was a commercial resin, the fillers were boron and silicon carbides with particle size of 60 and 100 nm 
respectively, and they were used in two percentage (6 and 12 wt.%). Pin on disk test were carried out to 
evaluate wear. Cavitation test were performed on aluminium specimens coated with the 
nanoparticles/epoxy composites, to evaluate their effectiveness as wear-resistance coating. Wear tracks 
and cavitation samples were studied by Scanning Electron Microscopy (SEM). The results showed higher 
wear resistance of nanocomposites than clear epoxy resin, and also better cavitation resistance. 

Keywords: Wear; Cavitation, Nanocomposites, Coatings. 

1. INTRODUCTION  

In many systems like hydraulic equipment, fluid pump impellers, ship propellers, hydrodynamic bearings, 
fluid seals, inlets to heat-exchanger tubes, diesel engine wet cylinder liners, hydrofoils, liquid metal power 
plants, steam turbines, etc., mechanical erosion could be a great problem, induced by the pulse pressure 
exerted by the collapse of vapour bubbles, causing surface damage [1,2]. Such process of the formation of 
vapour bubbles in low pressure regions within a fluid (when the hydrostatic pressure acquires a value lower 
than the saturation vapour pressure) is called cavitation. The mechanical erosion brought about by the 
cavitation is called cavitation erosion [3]. A great variety of materials and many different surface 
engineering processes have been applied to increase the cavitation resistance [1,3,4]. Many metallic and 
intermetallic compounds have been used as coatings due to their good cavitation erosion resistance by 
their high work hardening rate, high hardness, good oxidation and corrosion resistance [1]; also, many 
ceramics compounds have been used by their excellent wear resistance and high hardness and they are 
considered to be potencial candidates for applications needing high resistance to cavitation erosion [4]. 
Some authors [5,6] have provided useful data related to erosion rates for many materials, including 
polymers, but there is still a lack of specific information related to polymer coatings for potential use in 
tribological applications. Epoxy resins have shown been good results when used as coating on stainless 
steels by Garcia et al. [7]. 

The aim of this work is the use of nanocomposites as coatings with high resistance to wear and cavitation 
erosion. An epoxy resin filled with nanocarbides has been used by the high hardness of carbides. Silicon 
and boron carbides are widely used for abrasion applications. In other works composites with microparticles 
of silicon and boron carbides have been studied under wear conditions [8,9], showing problems due to lack 
of anchorage lack between particles and resin. However the composite with nano SiC showed better wear 
resistance that unreinforced resin [8]. 
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2 EXPERIMENTAL PROCEDURE 

2.1 Materials and fabrication of nano-composites 
The used epoxy was a bi-component, with Epofer Ex 401 resin and Epofer E432 hardener (Feroca 
Composites, Madrid, Spain). It has low viscosity (1300 cps) at 25 ºC, and it cures at room temperature for 
24 h. The resin-hardener mass ratio is 100:32.  

 
 

Fig. 1 Carbides used micrographs: (Left) B4C; (Right) SiC. 

The nanoparticles used in this work were: nano SiC (Bioker Research S.L., Oviedo, Spain) with average 
particle size 80-120 nm (Fig. 1 right), and nano B4C (PlasmaChem GmbH Berlin, Germany) with average 
particle size 30-60 nm and its morphology shown in Fig. 1 left. The nanoparticles were added in two 
different percentages 6 and 12 wt.%. Among the methods used to disperse nanoparticles in a polymer, an 
extrusion method was selected in this work, with a previous deaeration of the resin. The mixture was 
poured into silicon moulds with shapes adequate for the different tests. 

In the text and figures, the nomenclature will be: E (for the clear resin, Epofer), ESC (for nanocomposite 
with nano silicon carbide), EBC (for nanocomposite with nano boron carbide), and including 6 or 12 
according to filler amount. 

2.2  Wear test 
Dry wear tests were carried out at room temperature using a pin-on-disk tribometer (Microtest, Madrid, 
Spain). A 6 mm diameter alumina ball was used for the pin. Test conditions were a speed of 120 rpm, with 
an applied load of 15 N, relative humidity below 30% and friction radius was 8 mm. The sliding distance 
was 1000 m.  

For the wear test the bulk composites were used. The wear tracks were studied by scanning electron 
microscopy (SEM) Philips X-30, Philips Electronic Instruments, Mahwah, NJ, USA), in order to determine 
the mechanism of wear.  

The wear resistance was calculated by weight loss according to ASTM G99 standard. Also coefficient of 
friction was measured following the same standard. 

2.3  Cavitation erosion test  
For cavitation tests, clear resin and nano-composites were used in form of coatings. Aluminium tips were 
cleaned with MEK (methylethylketone), and silanized with γ-GPS (3-Glicidoxypropyl-trimetoxysilane, Sigma 
Aldrich, Saint Louis, USA) to improve coating adhesion, and finally coatings were casted on them. The 1% 
solution of silane was hydrolysed for one hour in MilliQ water at pH 5 and dried in oven for 1 h at 100 ºC.  

The cavitation tests were done according the ASTM G32 standard, with a Digital sonifier model S-450 
(Branson Ultrasonic, Dambury, USA). The vibratory apparatus used for these tests produce axial 
oscillations of a test specimen inserted to a specified depth in the test liquid (water in the present 
experiments).  
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The conditions of cavitation test were a frequency of 20 kHz and amplitude of 25 microns. The tests were 
carried out in intervals of 5 min. Every 5 min the tips were dried and weighed, to determine the cumulative 
mass loss and the erosion rate. The tests were carried out until the stabilization the mass loss. As-
manufactured samples were used for cavitation tests, as flat surfaces were obtained from casting. It is well 
known that roughness influences erosion cavitation [10], and processed surfaces have less roughness than 
the one obtained if samples were sanded. 

Surfaces after cavitation test were evaluated by SEM. Before the analysis, the samples were gold coated 
using a sputtering system. 

3 RESULTS 

3.1 Wear 

In the wear test, nanocomposites have higher wear resistance than clear resin, except for E12SC (Fig. 2). 
E6SC has the highest wear resistance. The EBCs present similar wear resistance than clear resin for both 
amounts of nanoparticles. Friction coefficients are also observed in Fig. 2. Only 6% nanocomposites have 
friction coefficients lower than clear resin. 

 

Fig. 2 Wear resistance and friction coefficient for clear resin and its nanocomposites. 

 

   
(A) (B) (C) 

  

Fig. 3 Micrographs of wear 
tracks: (A) E, (B) E6SC, (C) 
E6BC, (D) E12SC and (E) 

E12BC 

(D) (E) 



 
International Journal of Fracture Fatigue and Wear, Volume 3 

170 

 

 

This behaviour can be explained in terms of wear mechanisms, as anchoring between nanoparticles and 
resin plays a very important role. In general wear tracks present abrasive wear, as it is observed in Fig. 3, 
where abrasion lines are found. These abrasion lines are defined more clearly in clear resin and 
nanocomposites with 12% of particles, which derives in high friction coefficients. Small cracks (produced by 
fatigue) are also found in clear resin and 12%-addition nanocomposites (Fig. 3 A, D and E). However in 
nanocomposites with 6% of filler, adhesive wear also takes place. Therefore they have low wear and 
friction coefficient (Fig. 2). The difference found between E12SC and E12BC is due to anchoring of 
nanoparticles (Fig. 3 D and E). The B4C nanoparticles have some hydroxyls groups in their surface; these 
groups come from the manufacturing process. The OH groups can join better to the clear resin and they 
can not get loose so easily, as occurs in E12SC. In E12SC the nanoparticles can exert as third body and 
increase abrasive wear (Fig. 3 D). 

3.2 Cavitation  
Fig. 4 shows mass loss rate produced in cavitation tests for clear resin and the nanocomposites. Clear 
resin (E) shows a higher mass loss rate than the nanocomposites. Fig. 5, plotting cumulative mass loss vs 
time for materials, clearly shows that mass loss is higher for clear resin than for nanocomposites. Maximum 
values of mass loss are delayed for the clear resin. 

 

Fig. 4 Mass loss rate obtained by cavitation test for clear resin and nanocomposites. 

 

Fig. 5 Cumulative mass loss obtained by cavitation test for clear resin and nanocomposites. 
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The solid material absorbs the impact energy as elastic deformation, plastic deformation or fracture; the last 
two processes lead to the erosion of material. The more elastic or plastic deformation energy a material can 
absorb, the higher its resistance to cavitation erosion. Erosion is generally associated with mass loss of the 
surface, and it takes place after an incubation time. During this time, the materials are deformed elastically 
or plastically [11]. According to ASTM 32 standard, maximum and terminal erosion rate and incubation time 
(Table 1) can be calculated from Fig. 5. 

Table 1 shows that maximum and terminal erosion rate in nanocomposites are smaller than in the clear 
resin. Among nanocomposites, slight differences are also found. In ESC, maximum and terminal erosion 
rates are similar (their values are inside measurement error, ±0.02); while in EBC maximum erosion is 
lower than in E12BC. This can be explained because of the lower density of E12BC than that of E6BC 
(Table 1), as porosity has a considerable influence on incubation time and on rate of erosion [12]. The 
incubation time is similar for all materials (clear resin and nanocomposites). The slight differences found 
can be due to measurement error (±1 min). Anyway, these times are very low when they are compared to 
metals, but the easy replacement of these coatings against metal repair allows its industrial use. 

Mean depth of erosion (MDE) is obtained from mass loss, density and sample area by Eq. 1. The sample 
area was 2.778 cm2 and density was calculated measuring volume and mass (Table 1). MDE is according 
to the data of mass loss, so depth of erosion is lower for nanocomposites than for clear resin. In EBC, MDE 
values lower than in ESC are found, being measurement error ±5 µm. Moreover the higher depth always 
corresponds to nanocomposites with 12% load. 

density*Area

loss Mass=MDE           (1) 

Table 1 Maximum and finish erosion rate, incubation time, density and mean depth of erosion at 60 min for 
clear resin and nanocomposites. 

 

 

The micrographs of cavitation samples show generalized cavitation in clear resin (Fig. 6 A); however in 
nanocomposites the cavitation is more localized in areas with defects, as porosity. This porosity is 
according with density lower than clear resin. In all nanocomposites, it is observed an outer ring without 
cavitation (Fig. 6 B, C, D and E) and also interior areas without cavitation (Fig. 6 B). 

 

 

 

 

 

 

 

Materials

Maximum 
erosion 

rate 
(mg/min)

Terminal 
erosion 

rate 
(mg/min)

Incubation 
time (min)

Density 
(g/cm3)

Relative 
density (%)

Mean depth 
of erosion  at 
60 min (µm)

E 2.11 0.26 7.3 1.07 99.07 222

E6SC 0.59 0.16 6.1 1.10 97.35 65.5

E6BC 0.39 0.08 5.8 1.10 98.21 54.7

E12SC 0.56 0.18 4.7 1.11 94.87 69.5

E12BC 0.48 0.06 6.4 1.12 96.55 59.2
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(A) (B) (C) 

  

Fig. 6. Micrographs of cavitation 
samples: (A) E, (B) E6SC, (C) 

E6BC, (D) E12SC and (E) 
E12BC 

(D) (E) 
 

4 CONCLUSIONS 

In this study it has been proved possible to use epoxy matrix nanocomposites as coatings against 
cavitation erosion. The percentage of load (filler) and its anchoring with matrix and a good mixture are key 
aspect to increase the resistance to cavitation and erosion wear.  

Nanocomposites with 6% fillers present better behaviour than nanocomposites with 12%. Between E6BC 
and E6SC, the results have demonstrated better properties in the E6BC, for its best anchoring with the 
matrix. 

The manufacturing of these nanocomposites as paints could allow fast repairs industrially.  
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Abstract: Ultra high molecular weight polyethylene (UHMWPE) is a thermoplastic polymer. It is synthesized 
from ethylene monomer by a process based on metallocene catalysts. As a result is obtained the UHMWPE 
polymer with macro-molecules between 100000 to 250000 monomer units. Fibers are formed by oriented 
filament and have a yield strength of 2.4 GPa and a density of 0.97 (Dyneema SK75 for example). Several 
layers of unidirectional fibres or taffeta type cloths are used for personnel and vehicles armor. 
The atmospheric plasma torch (APPT) is a cold plasma technique. Polymeric materials surfaces can be treated 
in a fast and environmentally correct way with it. APPT treatment modifies topography and chemistry of 
surfaces. This process also presents the industrial advantage of avoiding the vacuum step, thus an in-line 
procedure can be implemented. Contact angle measurements were used to determine wettability properties 
and to calculate the surface energy values using the Owens–Wendt–Rabel–Kaelble (OWRK) calculus method. 
Dynamic tests were conducted according to ASTM D 5430 standard and using a drop-tower impact system. 
Composites were performed by five-layer of 78x78 mm (with and without APPT treatment). The matrices were 
made of EP (epoxy) and LDPE (polyethylene) and the samples were set between two clamps with an open 
surface of 55 mm diameter. 

Keywords: Ultra high molecular weight polyethylene; Wettability; Atmospheric pressure plasma; T-peel test, 
Adhesion tensile test; Impact test. 

1  INTRODUCTION 

Ultra-high-molecular-weight polyethylene (UHMWPE) is a subset of the thermoplastic polyethylene. The 
sintering is performed from ethylene monomers, which are joined together to form the basis of polyethylene. 
Ultra-high-molecular-weight polyethylene molecules are several orders of magnitude greater than high-density 
polyethylene (HDPE) molecules. This is due to a synthesis process based on metallocene catalysts. As a result, 
UHMWPE molecules typically have 100000 to 250000 monomer units per each molecule compared to HDPE 
molecules which have 700 to 1800 monomers. The longer chain serves to transfer load more effectively to the 
polymer backbone by strengthening intermolecular interactions [1]. It is known that the UHMWPE fiber, as main 
constituent of the laminate, shows only rate-sensitivity in the creep regime but hardly at quasi-static strain rates 
in ballistic. These results are obtained in a very tough material, with the highest impact strength of any 
thermoplastic nowadays manufactured [2,3]. Additionally, fibres are chemically inert and the bonding strength to 
other materials like resins is weak. Moreover, friction coefficient is very low, so the fibre is extremely slippery [4]. 

The energy of the projectile is absorbed by breaking the strong fibres while perforation of layers occurs [5]. 
During that process, the localized kinetic energy of the impactor is spread out to an increasing volume of the 
target. Besides this, permanent plastic deformation and delamination absorb also energy. It has been reported 
that laminated shields made of a resin, exhibit higher penetration resistance both working at low and high 
impact speed. This resistance is expected to be as a function of the grade of penetration and humectation of the 
adhesive between the woven fibres [6]. 

They are mainly used in ballistic fabrics for both flexible and rigid light shield applications. The UHMWPE 
materials with rigid characteristics are formed by several layers of fabrics fibres bonded by a polymeric matrix, 
such as low-density polyethylene, rubber, epoxy, etc. In order to increase the protection ability against the 
impact of high energy projectiles, high density ceramic components could be bonded to the surface (fig. 1). 
However, the adhesion of these materials to the composite surface is hindered by the low fibre wettability 
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properties. The wettability characteristics of fibres as a reinforcement have received great interest due to the 
strong relationship between the mechanical behaviour of composite material and the fibre matrix-adhesion [7]. 

Polyethylene fibres are chemically inert, which is considered to be a positive factor, allowing excellent sunlight 
resistance and little degradation in aqueous environment, as compared to other organic and inorganic fibres. 
However, their chemical inertness does not allow sufficient interactions in order to produce a high interfacial 
bond with most polymer resins. Significant efforts have been proposed to improve fibre-resin adhesion by 
introducing the functionalities at the fibre surface that could interact with organic resins [8]. 

Three methods have been explored for polyethylene fibres, chemical etching, plasma treatment and coupling 
agents. The treatment at low pressure chamber plasma [9,10] of polyethylene fibres in an atmosphere of 
oxygen is the most effective among the many techniques studied. Plasma technology is an active medium 
consisting of energetic neutral. Ions and electrons act on a surface modifying its physicochemical nature without 
affecting bulk properties. Atmospheric pressure plasma torch (APPT) main effects are cleaning, decomposition 
of pollutants, surface etching and activation due to the introduction of polar nature  radicals (-OH, - COOH, - 
CO, -NH). For this reason, surface energy is significantly increase and therefore, the adhesion properties of the 
polymers will be improved [11,12]. This process also presents the industrial advantage of avoiding the vacuum 
step, thus an in-line procedure can be implemented. 

 
    A      B 

Fig. 1 (A): Trauma and fracture of fibers after the impact of a projectile on ballistic fabrics for rigid light shield. 
B) Impact of a projectile on a ceramic-rigid layer shield [6]. 

 
2  EXPERIMENTAL PROCEDURE 

2.1 Materials 

Several fabrics can be used for the manufacture of materials with high impact resistance [13]. The main 
characteristics of the fabrics are shown in table 1. In fig. 2 can be observed the appearance of the two fabrics 
used.  

Table 1 Tested fabrics 
Fabric Shape 

BT SK66 fibers are woven and laminated forming a continuous roll. 
The fibers are arranged in a woven structure of 0º/90º  

UD HB50 fibers 0°/90° cross-plied uni-directional fibre composites 
from yarns and rubber matrices 
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A  B 
Fig. 2 UHMWPE fabrics with A) BT and B) UD 

 
The employed adhesives are elastic polyurethane (SIKAFLEX-252, provided by SIKA S.A.U. Spain), a rigid 
epoxy (ARALDITE RAPID provided by Ciba-Geigy, S.A. Spain) and low density polyethylene compacted for 20 
minutes at 120 °C under a pressure of 250 N/cm3. 

2.2 Atmospheric pressure plasma treatment (APPT) 

Material was treated with an atmospheric pressure plasma device which operating conditions are frequency of 
50/60 Hz, 230 voltage and 16 A (PLASMATREAT GMBH, mod. FG 3001, Steinhagen, Germany). High energy 
condition (13 mm, 0.5 mm/s) was tested, without observing a change in colour of the material, which would be 
indicative of UV radiation degradation (fig. 3). 

 

Fig. 3 Atmospheric plasma torch scheme 
 

2.3 Contact angle and surface energy calculations 

Diiodomethane, distilled water and glycerol were the test liquids selected for contact angle measurements. They 
cover a wide range of polar and disperse fractions. Contact angle measurements have been performed on the 
untreated and APPT treated samples. For the contact angle measurements a goniometer Dataphysics Contact 
angle system OCA 30-2 from Data Physics Instruments (GmbH, Filderstadt, Germany) was used. The model is 
able to measure in a range of 1 to 180º with an accuracy of ± 0.5º. The instrument contains a 3x zoom and a 
software SCA 202 V.3.11.13 build 162.  

The surface energy is calculated according to Owens-Wendt-Rabel-Kaeble method.  
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2.4 Mechanical tests 

The quasi-static tests were carried out with a Microtest (Microtest, Madrid, Spain) machine provided with a 1 kN 
load cell. Adhesion tensile tests were performed in order to ensure that APPT treatment improves the adhesion 
strength of rigid materials used for shielding steel or ceramic materials. On the other hand, tensile test method 
is used to determine the force required to separate a steel dolly (20 mm diameter) fixed to a specific area of the 
material. The test was performed following the ASTM D 4541 standard. The standard procedure was developed 
for metal substrates, but it may also be suitable for other rigid substrates such as some type of polymers and 
wood. Woven specimens of 50x50 mm were previously bonded with a rigid adhesive to an aluminium sheet to 
maintain its rigidity as shown in fig 4A. Once the bonding had been cured, the system was tested with the 
tensile test (relative to the plane of the adhesive bond) at a speed of 1mm/min.  

The T-peel test was used to prove the resistance variation of the adhesive bonding after plasma treatment. 
Fabric specimens (formed by two pieces) of 30x80 mm were also used, bonded by adhesive (fig. 4B), according 
to the standard ASTM D1876-08  

A  B       C 
 

Fig. 4 A) Adhesion tensile test, B) T-peel test, C) Impact test 
 

Dynamic tests were conducted in accordance with ASTM D 5430 98 standard and a drop-tower impact system 
(CEAST 9350, Instron Barcelona, Spain). Using suitable instrumentation, the load on the specimen is 
continuously recorded as a function of time and/or specimen prior to the fracture. A semi-spherical tip of 3220 g 
and 20 mm diameter was used. Specimens of 70x70 mm five-layer-fabric composites (with and without APPT 
treatment) were prepared. Matrices were made of EP (epoxy) and LDPE (low density polyethylene) and the 
samples were set between two clamps with an open surface of 55 mm diameter (fig. 4C). 

3 RESULTS AND DISCUSSION 

Untreated samples show high contact angle values (above 100º), which is due to a significant hydrophobic 
behaviour. After APPT treatment, all data decrease because of the surfaces functionalization. The creation of 
oxidized groups give rise to the polar fraction of surface energy, so water and glycerol contact angles decrease 
in a higher extent than diiodomethane which is almost pure disperse. 

According to table 2, the results of surface energy for untreated samples have low levels and dispersed 
behaviour. When the fibres are modified by APPT, the polar component of the surface energy reaches values 
above 40 mJ/m2. This great increase is based on a more polar character of the fibres. 

 
Table 2 Variations of surface energy fraction of fabric samples untreated and treated with APPT. (mJ/m2) 

 BT UD 
Surface energy fraction Untreated Treated Untreated Treated 

Etotal 22.78 42.70 45.57 49.25 
Epolar 0.04 42.42 12.32 43.42 
Edisp 22.74 0.28 33.26 5.83 
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As explained above, this improvement in polarity is caused by two main effects on the UHMWPE fibres surface.  

A) Surface chemistry is changed by functionalization with oxygen and/or nitrogen containing groups exhibiting a 
polar character. 

B) SEM micrographs of fibres before and after APPT are observed in fig. 5 and 6. Fibres treated with APPT 
show a smoothening at a micro-scale. An improvement in roughness in some fibres was produced thanks to the 
creation of grooves as a consequence of the plasma flux impact [14]. In the UD material it is also observed the 
binder elimination of the material surface, so fibres are cleaner (fig. 6). 

 

A B 
Fig. 5: BT fibres untreated (A) and plasma modified (B) 

 

A B 
Fig. 6 UD fibres untreated (A) and plasma modified (B) 

 
The average values obtained in the T-peel test and trauma values are presented in table 3.  

 
Table 3 The mean values obtained in T-peel test and impact test trauma 

Fabric Adhesive 
Untreated Treated 

T peel test (N/cm) Trauma (mm) T peel test (N/cm) Trauma (mm) 

BT EP 6.5 12.50 7.1 12.73 
LDPE 2.3 6.73 2.2 7.02 

UD 
EP 6.8 7.07 2.0 5.37 
LDPE >0.1 5.62 1.5 12.63 

 

In these tests it is observed that plasma treatment does not substantially improve the adhesion with the 
adhesives used. Only can be remarked that trauma value is reduced in UD material bonded with EP.  

Due to the fact that on these composites, layers of shielding of other materials will be added, the adhesion 
between this fabric and other elements was studied by tensile adhesion test. In table 4 the obtained results are 
shown. As it is observed, plasma treated composites have a higher tensile strength. It is important to highlight 
that in the cases of UD material, the delamination breakage of the composite occurs before the adhesive 
bonding failure (*). 
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Table 4 Adhesion tensile test results (kPa).  
Adhesive Untreated Treated 

BT 76 310 
UD 37 45(*) 

4 CONCLUSIONS 

UHMWPE fibres modification with APPT treatment provides a polar component increase of the fibres surface 
energy which means that their wettability improves with certain adhesives. Contrary to what might be expected 
regarding aramid results [15], in this kind of reinforcements, APPT treatment does not improve bond strength 
between composite layers when adhesives, such as LDPE or EP, are used. In these cases T-peel tests results 
are low, which involves very deep and extensive traumas. 

The adhesion tensile tests show that after APPT treatment, joint mechanical resistance between each fabric 
and the aluminium dolly has increase significantly. This improvement in resistance is lower for the UD material 
because, as already mentioned, the material fails by delamination before the adhesive joint breakage occurs. 
Therefore, this treatment improves the fabric union with other materials, such as metals or ceramics.  
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Abstract: Austenitic manganese  steels are commonly used in applications which involve high contact 
pressure and impact between surfaces such as in mining machines, railroads, or in fragmentation of metals 
and plastics for recycling processes. This research analyses the wear behavior of austenitic manganese 
steels with two different chemical compositions, which were exposed to impact wear using a swing 
hammers tribometer. The highest peripheral speed of the hammers was 37 m/s and homogeneous metallic 
parts were used as processed material in the tribometer. Wear mechanisms such as adhesion between 
processed material and base material of the specimens as well as micro-cutting, micro-fracture and plastic 
deformation were identified. Specimens that contained 1.45 % C, 2.2% Cr, and 14.9% Mn presented lower 
mass loss and more noticeable strain hardening than those which contained 0.62 % C, 2.6% Cr, and 13.8 
% Mn. The influence of hammer position inside the mill was neutralized by a suitable experiment design 
method. The running-in period was approximately 5 minutes for every set of hammers for both materials.  

Keywords: Austenitic manganese steels; impact wear; running-in; wear mechanisms; strain hardening.   

1 INTRODUCTION  

Austenitic manganese steels are known for their remarkable high strain hardening and toughness. Those 
mechanical properties are a consequence of a manganese content which helps to stabilize austenitic matrix 
in the microstructure. Steels with the original composition (1.2% C and 12% Mn) were named Hadfield 
steels, although the term is used for other austenitic manganese steels with different carbon and 
manganese contents which can also include Cr, Ni or Mo. Fragmentation of metallic parts are among the 
most common applications of Hadfield steels. Curves which show the influence of carbon content on tensile 
strength and yield strength of austenitic manganese steels are presented by Higuera and Tristancho [1]. 
The results for Hadfield steels with 12.2 – 13.8% Mn show a stable value for tensile strength (830 MPa) 
when the carbon content is in the range of 1% -1.8% C, but this value decreases gradually for the range 1 - 
0.4% C (522 MPa for 0.4% C). Results for yield strength show a stable value (410 MPa) for carbon 
contents in the range of 0.9 -1.8% C, but also show a gradual decrease for 0.9-0.4% C (175 MPa for 0.4% 
C). The results also show the effect of Cr, Ni and Mo additions which causes a decrease on the tensile 
strength in a 1.15% C Hadfield steel. Garcia and Varela [2] have studied the influence of manganese 
content on wear resistance (pin on disk test) in four austenitic manganese steels (1-1.5% C, 4-6% Mn). The 
highest wear resistance was found on steel with 6% Mn (the highest Mn content among the four steels) and 
1.5%C (the highest C content among the four steels). The austenitic manganese steel with the highest 
initial hardness had the highest mass loss among the four materials tested. Bayraktar and Khalid [3] 
examined the strain hardening behaviour of thin metallic sheets (1.1 mm thickness) made of Hadfield steel 
by means of uniaxial tensile tests and stress-strain curves. They found that a fast strain rate (2 s-1) during 
tensile test caused less strain hardening compared with strain hardening at slow strain rate (7.5 x 10-4 s-1). 
Crack initiation on a swing hammer has been analysed by Brusa and Morsut [4]. They studied the 
dynamical behaviour of a hammer which belongs to a scrap shredding machine by means of finite element 
method  and multi body dynamics and related the results with wear and crack initiation caused on the hole 
where the hammer is supported by a shaft. Nevertheless the research did not focus on the tribological 
behaviour caused by the recurrent impacts between hammer and scrap, nor the hammer material was 
austenitic manganese steel. Some studies have been done to stablish the abrasion resistance of Hadfield 
steels or other austenitic steels, or the mechanical behaviour of components under dynamical impact load, 
but there is few information about a quantitative tribological study of different austenitic manganese steels 
under impact load and the role of carbon content.  
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2 METHODOLOGY 

2.1 Manufacturing of specimens 
Blocks (hammers) of austenitic manganese steel produced by casting were cut using electro-discharge 
machining. The dimensions of a hammer are detailed on Fig.1. Chemical analysis was carried out via a 
Spectrophotometer Angstrom S-1000. Two sets of hammers with different chemical compositions named 
H1 and H2 were used and the chemical compositions are shown on Table 1. 

 

Fig. 1 Dimensions of a hammer 

 

Table 1 Chemical composition of specimens 

Material %C %Si %Mn %P %S %Ni %Cr %Mo 

H1 0.619 0.596 13.88 0.047 0.063 0.94 2.613 0.82 

H2 1.453 0.409 14.928 0.062 0.062 0.068 2.277 0.031 

 

2.2 Swing hammers tribometer and processed material 
The tribometer (hammer mill) used to perform the test has 10 hammers supported on four shafts (two 
shafts support two hammers and two shafts support three hammers) symmetrically distributed. The 
tribometer is driven by a 1 HP motor via pulleys. The rotational speed measured on the driving shaft was 
4750 RPM. The positions of shafts are shown in Fig. 2. Metallic angles (30 mm x 13mm x2 mm) were fed 
as material to be processed by the mill and 120 gr/min were processed (twelve angles/min). 

 

  
Fig. 2 Location of four shafts and its hammers 
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2.3 Experiment design  
A set of five hammers of each steel were mounted on the hammer mill. To avoid an influence of hammer 
position on the comparison between the materials, the position of hammers was determined by an aleatory 
method. It was guaranteed that for each set of five hammers, three of them were mounted on shafts for 
three hammers and two of them on shafts for two hammers. Nevertheless, the influence of position on each 
material was also analysed. Hammers with a carbon content of 0.62 % were named H1 and those with 
carbon content of 1.45% were named H2. The other numbers define the position of the hammer inside the 
mill as show Fig. 2 and Fig. 3. 

 

 

Fig. 3 Location of 5 hammers on shafts 3 and 4 

Vickers Microhardness and mass loss of each hammer were measured using a Microhardness Tester 
FUTURE TECH FM-700, and a VIBRA AF-220E scale with a resolution of 0.0001g respectively. Fifteen 
measures of micro hardness were realized on each hammer for each step of the test to obtain an error of 3-
8% on the global microhardness per material. A stereo microscope ADVANCED OPTICAL SE-2200 was 
used to examine effects of impact loads on the hammer surfaces. The microstructure of each material was 
observed using an ADVANCED OPTICAL XJL-17 microscope.  

3 RESULTS  

A coarse microstructure of austenitic grains is clearly observed on both materials. The grains have different 
forms and a very large size. Some of the smallest grains on each material are showed on Fig.4.                                                     

 

  

Fig. 4   Austenitic grains. a) H1 austenitic matrix. b) H2 austenitic matrix  

Material H2 presents lower mass loss than material H1 through the test. Fig.5 shows, in two colours, a clear 
difference in mass loss between material H1 and H2.The highest mass loss on H2 hammers (H2 4-1) is 
slight lower than the lowest  loss on H1 hammers (H1 1-2).The highest mass losses in material H1 were 
measured on hammers H1 2-1 and H1 4-2 both located on shafts of two positions and lowest mass loss 
was measured  in hammers H1 1-2 and H1 3-3 both located on shafts of three positions  The same trend 
was observed in H2 set. Hammers H2 4-1 and H2 2-2 located on shafts 4 and 2 (two positions) presented 
the highest mass loss, while hammers H2 1-3 and H2 3-3 located on shafts 1 and 3 had the lowest mass 
loss as can be seen on Fig.5. The shafts and the hammers on the shafts are symmetrically distributed. 
Distance between hammers on the shaft 1 is the same on the other 3 shafts. The central hammers on 
shafts 1 and 3 are located exactly in the middle of the shaft length. The processed material was fed 
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manually at a constant rate, sequence and direction along the whole length of the hopper. Each single 
angle was fed on pre- determined points of the hopper inlet which were regularly distributed along the 
hopper inlet to avoid a higher feeding on a determined hammer. The load caused by the fed angles is 
movable and dynamic but has a regular distribution and motion pattern if it is analysed for long times. It is 
some kind of “live load” described on structural analysis. Ochshorn [5] states, “Since it is not possible to 
measure these loads absolutely, a probabilistic approach is used, taking into consideration actual observed 
loading conditions”. The impact load caused by the fed angles could be considered as a uniform distributed 
impact load (live load) acting on the shaft which approaches the hopper inlet. Therefore, this uniform 
distributed impact load acts instantly on each shaft and on its hammers when they approach the hopper 
inlet. The symmetric distribution of hammers on each shaft causes a load effect on each hammer similar to 
the effect presented on arrays of columns which support a uniform vertical distributed load [6]. Arrays of 
columns with regular distribution take a proportional percent of the vertical uniform load in a similar way the 
hammers take the impact load on the present research. Therefore hammers on shafts 2 and 4 support 
more impact load because it is distributed on two hammers while shafts 1 and 3 have three hammers which 
receive a lower percent of the impact load per hammer. However, it is clear that the mass loss is not 
distributed proportionally on the hammers but the above explained analogy is probably the cause for higher 
mass loss of hammers located on shafts 2 and 4.  

 
Fig. 5   Mass loss of ten hammers during the test 

 

 
Fig. 6 Mass loss during running-in period for ten hammers  
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Mass loss rate (slope of the curves) is much lower after 5 minutes for all hammers, therefore running-in 
period duration is approximately  5 minutes (Fig. 6).During this period hammers H2 1-3 and H2 1-1 had  
remarkable descents on their mass loss. The difference between both sets of hammers was only their 
chemical composition. Both sets had the same peripheral velocity and dimensions. The processed material 
was the same (homogeneous chemical composition, weight and shape) and mass consumption was 
constant through the test.  

Mass loss values also show some descents during the rest of the test for both materials especially between 
40 and 60 minutes as can be seen on Fig.5. This is caused by adhesion between the processed material 
and the hammers (Fig.7 a). The noticeable descent on mass loss between 40 and 60 minutes is influenced 
by a higher temperature on each hammer because the periods between each mass loss measurement are 
longer than for the first minutes of test. Impacts and friction cause easy visible sparks that heat the 
hammers. Under this condition and a longer time between measurements, metallic angles are prone to 
present more adhesion on the hammers surface because the temperature of them is higher. Processed 
material had a high surface content of zinc which was observed by EDS. Evidence of micro-cutting can be 
seen in a H1 specimen on Fig. 7b. Fig.7b shows also transferred material which has a combined 
composition (iron, manganese, zinc) which was consequence of adhesion of zinc (surface component of 
processed particles) on hammer surface and subsequent micro-cutting of the mixed layer which contains 
also manganese (component of hammer steel). Plastic deformation on both materials is also observed on 
the hammers edges that are more exposed to impact load as well as a micro-crack which can be seen on 
Fig. 8. This characteristics were carefully observed on hammers H1 4-2 and H2 4-1 which presented a 
relative high mass loss. Fig. 8 and 9 show plastic deformation on each material. A crack is visible on H1 4-2 
specimen (Fig. 8), which originated just below a high deformed zone of an edge. Although these micro 
mechanisms are present on both materials more noticeable fractures were observed on specimen H1 4-2 
as can be seen on Fig.10. This is consistent with a higher mass loss on material H1. Microcracks are 
observed on the surfaces of both materials although it is not clear if they are the cause of subsequent mass 
loss or if they are transitory cracks which disappear when a new impact load deforms the material. 

 

 

Fig. 7 SEM of wear surfaces a) Highlighted adhesion zone which contains 41% zinc on H2 1-3 hammer at 
3.5 minutes (100X). b) Micro - cutting and adhesion on H1 1-2 hammer at 60 minutes (1500X) 

 

Fig. 8 Deformed impact edge on H1 4-2 at 60 minutes (20X) 
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Fig. 9 Deformed impact edge on H2 4-1 at 60 minutes (20X) 

 

 
Fig. 10 Fracture on lateral edge. H1 4-2 at 100 minutes (50X) 

Micro hardness HV with load of 300 g was measured on each time interval of the test. The global micro-
hardness of each material (75 measures per set) was registered in Fig 11. Material H1 presents fluctuations 
during the test. Initial average value is 279.84 HV and final average value is 349.14 HV, this material strain 
hardens 24.76% . Material H2 exhibits fewer fluctuations during the test. Initial average value is 264.55 HV 
and final value is 362.92 HV. This material strain hardens 37.18% and its average microhardness was 
higher than H1 material at the end of the test. Nevertheless, the materials didn´t have a very high strain 
hardening. Yan and Fang [7] measured surface hardness of Hadfield steel samples (1.2% C,12.86 % Mn 
,0.87 % Si,0.05% S,0.09% P) with surface dimensions 40mm x 75mm that were treated using shot peening 
(constant and uniform impact of cast steel billiards of 0.2 mm diameter). Initial micro hardness was 256 HV. 
After 120 minutes of uniform shot peening treatment on the whole surface, hardness value was 774 HV. 
Micro hardness increment was 202%. Heredia [8] studied changes in Brinell hardness, for 6 austenitic 
manganese steels (1.14%C, 12.78% Mn, 0.069% Ni, 0.19% Cr, 0.85% Mo) with 6 different thermal 
treatments. Hardness was measured after 100 impacts of a steel sphere (12,5 cm diameter , 58RC) used in 
ball mills .The sphere hit the Hadfield samples from 1 meter  height which represent 68.67 J of kinetic 
energy. The results showed an initial hardness in the range of 156-178 HB and a final value between 518-
526 HB. The increment was also near 200%. Differences in hardness increments between the present 
research and the above cited researches could be caused by differences on load application and on 
materials which impact the Hadfield samples. Each metallic angle hits the hammers on localized small 
impact zones which cover slowly the surface of the hammer   as the number of impacts increases during 
the test. On the other hand shot peening applies a uniformly distributed constant compressive load on the 
whole surface during the surface treatment. The angles used as processed mass are thin and more easily 
deformable than the mill ball used by Heredia [8]. The kinetic energy transmitted by the hammers (43.16 J) 
is partially absorbed by the angles but the ball mill sphere transmits 68.67 J and doesn’t deform due to its 
higher stiffness and hardness. Therefore Hadfield samples are forced to absorb the energy causing their 
deformation and hardening. A more speculative reason is that under high strain velocity the hardening 
potential of Hadfield steel can be lower than for slow strain velocities applied to the whole mass of steel [3]. 
Highest impact velocity of hammers is 37 m/s while highest velocity of the ball used by Heredia was 4.42 
m/s, these differences could influence the strain hardening. Velocity of billiards for shot peening couldn´t be 
calculated with the parameters cited by the authors. On the other hand, adhesion layers and mixed layers 
located on the surface most probably have lower hardness than original base material which was deformed 
and this fact also affects the hardness values. 
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Fig. 11 Microhardness HV for materials H1 and H2. Duration of test was 100 minutes 

The different compositions caused a clear difference on the mass loss of H1 and H2. Material H1 which 
contains less carbon, but more chromium and nickel presented more mass loss than material H2 which 
contains more carbon, and less chromium. This difference on chemical composition was clearly correlated 
with mass loss behaviour. 

Pribulová, and Babic [9], studied 16 notched samples of Hadfield steel with 16 different chemical 
compositions (0.94-1.32% C, 12.4-13.4% Mn, 0.01-0.88% Cr, 0.03-0.92% Ni). The samples were tested 
with three repetitive impact loads. Seven steels with higher chromium and nickel content were among the 
group which presented fracture just with two impacts. Although, the carbon content was not the focus of the 
cited research 8 steels with a carbon content of less than 1.19 %C didn´t resist three impacts and 
presented fracture on the cross section or very visible cracks. Seven of the remaining 8 steels resisted 
three impacts and all of them had more than 1.19 % C. The same phenomena but in a microscopic scale 
could occur on the present research. Impact loads affect small areas localized on edges and surfaces of 
the hammers and micro-cracks can appear on edges and surfaces of them. On this scale, H2 with more 
carbon and less chromium and nickel contents, had a lower mass loss than material H1 which presented 
less carbon content and more chromium content.  

Differences on initial micro hardness values could not have a direct influence on wear of Hadfield steels 
during service. Higuera and Moreno [10] examined the wear behaviour of a Hadfield steel ASTM A-128 C 
(1.05-1.35% C,11.5-14% Mn, 1.5-2.5% Cr) under different thermal treatments and din´t find a clear 
correlation between hardness after thermal treatment and behavior of Hadfield steel under wear on crossed 
cylinder apparatus. On the present research, hardness was not related with initial mass loss until running-in 
period, but after this period H2 became harder than H1 and its mass loss values remained lower than H1. A 
higher mass loss on H1 seems to be related with micro-cutting that was observed clearly on hammer H1 1-
2. Fracture and cracks were observed on hammer H1 4-2 on one of its lateral edges with a magnification of 
50X (Fig.10). Other cracks are observed with SEM on both materials but with a higher magnification 
(1000X). H2 4-1 shows a single crack as can be observed on Fig. 12. Hammer H1 4-2 shows two cracks 
with shorter secondary cracks (Fig. 13).  

 

Fig. 12 Crack on H2 4-1 at 100 minutes (1000X) 
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Fig. 13 Net of cracks on H1 4-2 at 100 minutes (1000X) 

Adhesion on material H2 is higher than on H1 as the results on Fig. 6 show. Hammers H2 1-3 and H2 1-1 
present the most noticeable descent in mass loss among all ten hammers. Plastic deformation is clearly 
observed on both materials. It is higher on H1 4-2 than in H2 4-1 for 60 minutes test. Nevertheless, the 
larger plastic deformation (2257 µm) was measured on hammer H2 4-1 at the end of the test on its frontal 
edge which receives the impact load directly as is shown on Fig.14. 

 
Fig. 14 Largest plastic deformation on edge of H2 4-1 after 100 minutes (20X) 

4 CONCLUSIONS 

Running-in period shows the same duration for each hammer with no apparent influence of material or 
position of the hammer. This suggests that other variables influence the running-in duration, such as 
chemical composition of processed material, size and shape of the hammers, and peripheral velocity. 

The results obtained in this research and previous studies by other authors suggest that a carbon content 
lower than 1 % causes an increase in mass loss under recurrent impact loads, but also affects negatively 
the strain hardening capacity of Hadfield steels which is a crucial property for good performance under 
wear.  

Wear of austenitic manganese steels under impact load involves wear mechanisms such as adhesion, 
micro-cutting, and micro - cracking which were observed on the present research and seem to determine 
the higher mass loss in H1 due to slight more micro-cutting and micro-cracking and a lower mass loss on 
H2 due to more adhesion and slight higher plastic deformation.  

Strain hardening was not very high on this test because each impact load of a metallic angle affected 
hammers on a very small area, the shape of the angle and its low thickness  allows a plastic deformation 
which absorbs energy and only after numerous impacts on each face or edge the Hadfield steel increases 
its hardness. 

 A comparison with other researches suggest that a compressive constant uniform load applied on the 
whole surface causes more strain hardening than localized higher impact loads which also tend to cause 
mass loss on already strain hardened layers. 

The evidence shows that a higher number of hammers per shaft causes a decrease in mass loss for the 
conditions of this research (homogeneous processed material, uniform distributed feeding and symmetrical 
distribution of hammers inside the tribometer) and suggests that concepts applied to static load distribution 
analysis are also valid for analysis of swing hammers mills although there are other complex dynamical 
phenomena involved in this application. 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

188 

 

5   ACKNOWLEDGMENTS 

The authors would like to acknowledge Universidad del Valle for its support through the project CI 2711, as 
well as Colombian Air Force for the use of Materials Laboratory Facilities at Military Aviation School “Marco 
Fidel Suarez”. Professor Fernando Delgado Gómez thanks Colombian Air Force for the financial support of 
his magister studies.   

6 REFERENCES 

[1] O. Higuera, J. Tristancho, L. Florez, Fundamentos teoricos de los aceros austeniticos al manganeso 
(aceros hadfield), Sciencia et Technica vol.XIII 034,231-236, 2007. 

 
[2] A. Garcia, A. Varela, J.L. Mier, C. Camba, F. Barbadillo. Estudio tribológico de aceros austeniticos 

tipo Hadfield: influencia del manganeso en su respuesta frente al desgaste. Revista de Metalurgia, 
Vol. 46 numero extraordinario, 47-52, 2010. 

 
[3] E. Bayraktar, F. Khalid, C. Levaillant, Deformation and fracture behavior of high manganese 

austenitic steel, Journal of Materials Processing Technology 147, 145–154, 2004. 
 
[4] E. Brusa, S. Morsut, N. Bosso, Dynamic behavior and prevention of the damage of material of the 

massive hammer of the scrap shredding machine. Meccanica 49, 575-586, 2014. 

[5] J. Ochshorn, Loads, in:  J. Ochshorn, Structural Elements for Architects and Builders .Butter Worth 
Heinemann, Oxford 2009, pp. 39-60 

 
[6] J. Ochshorn, Columns, in:  J. Ochshorn, Structural Elements for Architects and Builders 

.ButterWorth Heinemann, Oxford, 2009, pp. 107-127 
 
[7] W. Yan, L. Fang, K. Sun, Y. Xu, Effect of surface work hardening on wear behaviour of hadfield 

steel, Materials Science and Engineering A 460-461,542-549, 2007. 
  
[8] J. Heredia, Estabilidad de la fase austenitica ,variación de la dureza en los aceros al manganeso 

afectados por el calor y sometidos a impactos, Revista del instituto de investigación 
(RIIGEO).FIGMMG-UNMSM vol 15 No. 29,99-108, 2012.  

 
[9] A. Pribulová, J. Babic, D Baricová, Influence of Hadfield´s Steel Chemical Composition on Its 

Mechanical  Properties, Chem. Listy 105, 430-432, 2011. 
 
[10] O. Higuera, C. Moreno, C. Ramírez, Efecto del Precalentamiento y de la severidad del temple en 

la resistencia al desgaste adhesivo del acero austenítico al manganeso. Dyna, vol 77, num 164, 76-
87, 2010. 

 

 

 



 
International Journal of Fracture Fatigue and Wear, Volume 3 

189 

 

Proceedings of the 4th International Conference on  
Fracture Fatigue and Wear, pp. 189-194, 2015 
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Abstract: Fretting wear studies under corrosion environment (3.5% NaCl solution) were performed using 
a in-house developed fretting wear test rig to understand the fretting corrosion behavior of AISI 4340 steel 
(EN 24 steel) hemispherical pin (nominal diameter of 18 mm) mating with a brass bush (nominal ID of 18.05 
mm) having conformal contacts. Experiments were carried out at varying fretting amplitudes, frequencies, 
and normal loads for pre-defined number of cycles and results compared with baseline data obtained under 
standard lab air conditions. Wear loss in corrosive environment is higher than that in standard lab air 
conditions, which can be attributed to the presence of Na+ and Cl‒ ions percentage in the medium. Wear 
loss and fretting damage rate increases with the increase in sliding amplitude and decreased with increase 
in test frequency. Based on the results, one can conclude that there is synergistic effect of fretting wear and 
corrosive environment, which results in accelerated damage due to fretting. 

Keywords: Fretting corrosion; damage rate; salt solution; conformal contact; synergy. 

1 INTRODUCTION 

Fretting is a particular form of wear occurring between two surfaces having small amplitude oscillatory 
relative motion. Fretting corrosion is a degradation process resulting from the combined action of oscillatory 
relative motion of small amplitudes between contacting parts and the corrosivity of the environment. 
Usually, the condition exists in machine components that are considered fixed and not expected to wear. 
Hurricks explained the mechanism of fretting which involves two major processes, viz., adhesion and metal 
transfer, and material separation [1]. Oxidation is the most common element in the fretting process. In an 
oxidizing system, fine metal particles removed by adhesive wear are oxidized and trapped between the 
fretting surfaces. The oxides act like an abrasives and increase the rate of material removal. This type of 
fretting in materials is easily recognized by the formation of fine powder material oozing from between the 
contacting surfaces [2]. 

The destructive effect of fretting corrosion is more serious than individual corrosion or fretting wear, which 
can accelerate the failure process of components. Fretting corrosion results in metal degradation due to the 
simultaneous action of mechanical wear and of chemical oxidation. Here corrosion is accelerated by wear 
and similarly wear may be affected by corrosion phenomenon. Thus wear corrosion involves mechanical 
and chemical mechanism, the combination of which often results in significant mutual effects because of 
the complicated synergy, and both will accelerate the surface damage of materials [3, 4]. 

Fretting corrosion is a complex phenomena and is influenced by various factors such as fretting amplitudes, 
frequency, normal load, fretting cycles, debris between the contacting surfaces, corrosivity of the medium. 
The specimen configurations widely used include crossed cylinder geometry, cylinder-on-flat surface, and 
sphere-on-flat surface [6-8]. The widely used material for bearing applications, viz., brass is fretted with a 
AISI 4340 steel (EN 24) pin of hemispherical shape with conformal contacts in simulated 3.5% sodium 
chloride salt solution is considered for fretting corrosion studies. Wear difference and damage rate is 
analyzed for a set of fretting parameters like fretting amplitudes, frequencies and normal load. These 
experiments were also performed in standard lab air conditions and synergism of corrosion on wear as well 
as synergism of wear on corrosion were studied. 
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2 EXPERIMENTAL PROCEDURES 

2.1 Design Requirement 

The fretting wear test set up should be capable of measuring the different fretting parameters such as 
fretting amplitude, frequency of reciprocating motion, normal load etc. Fretting action actuated at very low 
amplitudes which is of the order of tens to hundreds of microns. The test set-up is capable of applying very 
low amplitudes (relative motion) and this is main requirement of design. For obtaining low amplitudes an 
electro-dynamic shaker used; the displacement range of this set-up is calibrated with non-contact type 
displacement sensor (micro-epsilon opto NCDT1400) with the help of an oscilloscope (Agilent DSO1014A 
type). The test set-up is capable of generating frequency in the range of 10 to 30 Hz. The normal contact 
load is applied by means of dead weights placed at the top of oscillatory movement using a knife edge pin. 
Simulated sodium chloride salt solution (3.5% NaCl) is poured drop by drop between the conformal 
contacts of the specimens throughout the experiment. 

2.2 Experimental set up 

The fretting wear behavior of brass and AISI 4340 steel (EN 24) steel is studied using a fretting set-up in 
which the relative motion between the fretted contacts is provided by a variable amplitude power oscillator. 
The schematic of the fretting test set-up used in this study is given in Fig. 1. A power oscillator (1) is 
connected to transfer the reciprocating motion to the specimen holder (3), through reciprocating rod (2). 
The reciprocating motion amplitudes and frequencies are controlled by means of voltage. Moving specimen 
holder (4) which contains AISI 4340 steel pin is mounted at the other end of oscillating rod. The test 
specimen which is inside another holder is mounted on the other side of test set-up and balanced by 
counter weight (7). The normal load is applied by the dead weights (5) which are placed on a plate above 
the test specimen holder by means of a point (6) load. Cylinder inside a hollow cylinder geometry, which 
makes a conformal geometry results in a line contact, is used in the study of fretting tests.  

2.3 Test Procedure 
The displacement of fretting specimen is measured using a non contact laser displacement sensor with an 
accuracy of 3 µm. The fretting amplitude, frequency and normal load were continuously monitored 
throughout the experiment and recorded using a data acquisition software and a personal computer. The 
test rig permits fretting tests at different fretting amplitudes ranging from 1 to 200 µm and test frequency 
ranges from 10 to 30 Hz. All tests were carried out in a dry laboratory air environment and simulated 
sodium chloride salt solution without any external lubrication. Tests parameters are shown in table 1. 

 

1. Power oscillator 5. Dead weight.  

2. Reciprocating rod 6. Knife edge pin for normal load 

3. Test specimen holder 7. Counter weight 

4. Pin holder 8. Base 

Fig. 1 Schematic diagram of fretting test rig. 
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Table 1 Test parameters used to study the fretting wear and fretting corrosion 

Test parameters Values 

Fretting Amplitudes (µm) 50-200 

Frequency (Hz) 10-30 

Normal force (N) 10 

No. of fretting cycles 1,000,000 

Medium conditions Dry lab air, Simulated salt solution 

3 RESULTS AND DISCUSSION 

3.1 Weight difference at different fretting amplitudes and frequencies 

The weight difference in dry lab air can be calculated by taking the difference of specimen’s weight before 
and after the completion of experiment; whereas, the weight difference in salt solution can be calculated as 
weight difference of specimen due to immersion in salt solution subtracted to weight difference of specimen 
which has undergone fretting corrosion test. The weight is measured by semi-micro balance with resolution 
of 0.01 mg with built-in internal calibration. The variation of weight difference vs. fretting amplitude at 
different frequency is shown in Fig. 2; results are compared with data obtained under dry lab air and salt 
medium conditions. The weight of specimen after fretting corrosion wear test increased in salt medium so it 
is represented on negative axis of the curve. 

 

Fig. 2 Variation of weight difference vs. fretting amplitude at different frequency and its comparison 
between dry lab air and salt medium. 

The immersion time of specimens in salt solution whose experiments were conducted at different 
frequencies up to 106 cycles are given in table 2 and shown in Fig. 3. 
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Table 2 Immersion time of specimens in salt solution 

Immersion time (in min) Frequency of test (in Hz) No. of cycles 

833 20 1,000,000 

1111 15 1,000,000 

1666 10 1,000,000 

 

Fig. 3 Weight difference of specimen at different immersion time 

3.2 Damage rate at different fretting amplitudes and frequencies 

The ratio of weight difference to unit fretting stroke is used to describe the fretting damage rate. Average 
damage rate, K can be given as, 

 � =
∆�

���
          (1) 

where K is the average damage rate (in mg/m), ∆m is weight difference (in g), D is displacement amplitude 
(in µm) and N is no of fretting cycles. The variation of damage rate vs. fretting amplitude at different 
frequencies is shown in Fig. 4; results are compared with those obtained under dry lab air and salt medium 
conditions. The weight difference of specimen whose test is conducted in salt medium is negative therefore 
there is a negative value of damage rate for the same. 

 

Fig. 4 Variation of Damage rate vs. fretting amplitude at different frequency and its comparison between dry 
lab air and salt medium. 
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3.3 Wear scar morphology 
Figure 5 shows SEM micrographs wear scar of brass bush for frequency of 20 Hz and normal load of 10 N 
for fretting amplitude of 50 µm and 100 µm whose fretting test conducted in NaCl solution; the surfaces 
were cleaned with acetone. The worn surface form porous corrosion products with Na+  and Cl‒ ions present 
in salt solution because the passive film is not dense. This surface got damaged continuousy by the fretting 
movement between the fretted surfaces, which results in the formation of small amount of debris on the 
wear scar area. 

At higher fretting amplitudes,salt solution can freely enter the contact zone and the flow of salt medium 
makes it easier for the debris to escape from the interface. Corrosion products are loose structures and 
have a weak bonding force with the substrate so they are easily removed from the surface during fretting. 
Subsequently a fresh surface is exposed to the salt solution making it the region for corrosion to occur, 
hence wear accelerates the process of corrosion. 

        

Fig. 5 SEM micrographs of Brass bush wear scar in NaCl solution conducted at the frequency of 20 Hz and 
normal load of 10 N up to 106 cycles (a) fretting amplitude of 50 µm (b) fretting amplitude of 100 µm. 

4 CONCLUSIONS 

The fretting wear and fretting corrosion of AISI 4340 structural steel (EN 24 steel) and brass bush is 
investigated under constant load wear condition and compared with dry lab air and simulated sodium 
chloride salt solution. Weight difference and damage rate depends on contact conditions like fretting 
amplitude, frequency, normal load between contact surfaces and experimental environment conditions. 
With the increase in fretting amplitudes, the wear loss increases and the damage rate increased with the 
increase in fretting amplitude. The interaction of corrosion and fretting wear is crucial for material loss of 
fretting corrosion in salt solution. The corrosion is accelerated by wear and similarly wear is accelerated by 
corrosion. 
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Abstract: The ceramics roller can to be used in the heating furnace because of high temperature resistance. 
The roller consists of ceramics sleeve and steel shaft connected by shrink fitting. Since ceramics is brittle, it 
should be noted that only low shrink fitting ratio can be applied for the connection. Therefore, coming out of 
the shaft from the sleeve during rotation should be investigated in this study. In this study, the finite element 
analysis is applied to simulate this phenomenon. In the previous study, mechanism of coming out has been 
considered by using 3-D model. However, since 3-D model analysis needs large computational time, only 
small number of cycle can be considered, and therefore, the coming out phenomenon cannot be predicted 
easily. In this research, the 2-D plate model approach is proposed in order to reduce computational time, 
considering the upper and lower alternate load, repeatedly. Then, the effects of the magnitude of the load and 
shrink fitting ratio are investigated systematically. Finally, the simulation of the coming out phenomenon can 
be carried out for much larger number of cycles.  

Keywords: Ceramics Roller, Coming Out, Shrink Fitting, 2-D Plate Model, Finite Element Method 

1 INTRODUCTION  

Steel conveying rollers are used in the heating furnace for producing high-quality steel plates for 
automobiles. Recently, the conventional roller has been used in the heating furnace which consists of sleeve 
and shaft. They are connected by shrink fitting. The roller material is steel with ceramics spray coating on the 
outside of sleeve. The coated sleeve and shaft are bonded by welding. To reduce the temperature, inside of 
the roller is cooled by water. However the thermal expansion mismatch may exceed the adhesion strength of 
the ceramics layer and causes failure on the roller surface such as crack, peeling [1], wearing, and shortens 
the life of the roller. 

A new ceramics roller consists of steel shaft at both ends and ceramics sleeve having high heat resistance, 
corrosion resistance and wear resistance [2]. The ceramics sleeve may prevent defects caused by coating, 
and therefore, the roller life can be extended significantly. The shrink fitting may be the most suitable joining 
method for cylindrical ceramics as discussed in Refs. [3,4]. By using shrink fitting connection, the 
maintenance cost and replacement time of the shaft can be reduced. On the other hand, the thermal 
expansion coefficient of steel is about four times larger than that of ceramics. Since the fracture toughness of 
ceramics is lower than the value of steel, attention should be paid to the ceramics sleeve at joint portion.  

In the previous study, the influence of the shrink fitting ratio and the friction coefficient upon the coming out 
behavior of the shaft was analyzed by using 3-D model [5]. And the mechanism of coming out has also been 
considered by using 3-D model. However, since the 3-D model analysis takes very large computational time. 
It is nearly impossible to calculate when cycle number N larger than 10.   

In this paper, the 2-D model has been used instead of the 3-D model, so that the computational time can be 
greatly reduced and the model can be calculated until a large cycle number N (N=40). In this way, the 
coming out behavior of the shaft can be accurately evaluated by using the result of a large cycle number N 
2-D model rather than a small cycle number N 3-D model. The finite element method is applied to simulate 
the behavior. Then, several mechanical factors will be considered to understand the coming out of the shaft. 

2 ANALYISIS CONDITIONS 

2.1 Analysis Model 
Figure 1 shows dimensions of the real roller. In this paper, in order to reduce computational time, the 3-D 
model is simplified to a 2-D model. Here, the sleeve is modeled by rigid body, while hollow shaft is modeled 
by a composite shaft as shown in Fig.2.  
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The rule of mixture is applied to obtain the average Young's modulus of the hollow shaft. Then, the average 
Young’s modulus is given by using following equation. 

1 2
1 2

1 2 1 2

A A
E E Ecomp A A A A

= ++ +  

1
              51.551

1 2

A
E MPa

A A
= =+  

Here, E1 devotes the Young's modulus of the shaft, E2 devotes the Young's modulus of the hollow portion of 
the shaft (E2=0), A1 devotes the cross-sectional area of the peripheral portion shaft and A2 devotes the 
cross-sectional area of the hollow portion of the shaft (see Fig.3). 

 

2.2 Analysis Method and Boundary Conditions 
In this study, the coming out of the inside plate in Fig.2, will be realized by the simulation. Then, the 
fundamental several important factors will be discussed. First, the coming out at room temperature is 
considered because the coming out easily occurs. Here, the shrink fitting ratio between outside and inside 
plates is defined as δ/d, where δ is the width difference (see Fig. 7.a) and d is the width of the inside plate 
d=240 mm. In this study, the shrink fitting ratio is considered in the range δ/d=0.01x10-3-0.4x10-3. 

In this study, three models will be considered, that is, the 3-D real model (a), 3-D alternate load model (b) and 
2-D alternate load model (c). In the previous studies, the half model of roller was used in the simulation. The 
roller is subjected to distributed load w=30N/mm due to the weight of the conveyed steel. In order to simulate 
the rotational behavior of the model, the distributed load on the sleeve part w is shifted repeatedly at certain 
time interval of the rotational angle θ0 in circumferential direction in Figure 4.   

In the first place, as shown in Fig.5, in this paper, in order to reduce the computational time, the 3-D rotation 
load is simplified as an alternate load model. The ceramic sleeve is simplified as a rigid sleeve and the left 
end of the sleeve has been completely fixed. And the load changes as shown in Figure 5.  

Figure 6 shows the loading condition of the 2-D alternate load model. The distributed load is determined to 
satisfy the effectiveness of concentrated load applied upon per millimeter diameter length of the shaft. And 
the distributed load changes alternatively as shows in figure 6. Plane strain assumption is used. 
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3 EVALUATION METHOD FOR THE COMING OUT AND DEFLECTION OF THE SHAFT DUE TO THE 
DISTRIBUTED LOAD AND SHRINK FITTING RATIO  

Deformation of the shaft due to initial load is considered. Figure 7(a) shows definition of coordinates (r,z) on 
the position of the shaft at before shrink fitting. Here, the relative displacement uzC from initial position is 

focused. The displacement direction 
0N

zCu =
（>0>

sh
zCu ）at point C initiates coming out by initial load as shown in 

Figure 7(b). The displacement of the inner plate goes to negative direction by shrink fitting and it goes to 

positive direction due to the load. Moreover, point C is focused. The 
0N

zCu =
 is put as the initial displacement at 

number of cycle N=0. 
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Fig. 7 Displacement of the shaft due to bending 
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Fig. 5 Three-dimensional alternate loading model 
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4 COMPARISON OF THE RESULTS OF THREE 
MODELS  

To confirm the usefulness of simplified 2-D model, 
three models are compared under the shrink fitting 
ratio δ/d=0.2×10-3 in Fig.8. The results for 3-D real 
roller (model A), 3-D alternate load model (model B) 
and 2-D alternate load model (model C) are 
compared focusing on uzC. It is seen that the uzC of 
model A increases at N=0~2. Then, it becomes 
constant at N=2~3. Since 3-D real model (model B) 
needs very large computational time, the simulation is 
carried out only until N=3. Therefore, it is hard to 
judge whether the coming out of the shaft occurs or 
not from this model. Further, the uzC of the model B 
increases at N=1~6. However, the speed of the 
coming out of the shaft decreases gradually, 
therefore, the possibility of coming out of the model B 
looks very small. For the model C, the number of 
cycle can be reached until N=40. Here, the uzC 
increases with increasing number of cycle N=0~5 and 
becomes constant after N=5, therefore, the coming out of Model C does not occur. From Fig.8, it is seen that 
model C is useful to judge whether the coming out occurs or not.  

5 THE COMING OUT CONDITIONS DUE TO LOAD AND SHRINK FITTING RATIO 

      

Figure 9 shows the effect of the magnitude of alternative load upon uzC under the shrink fitting ratio 
δ/d=0.2×10-3. From the graph, the large load P causes large z-displacement uzC. The uzC tends to increase at 
N=0-4 independent of the magnitude P. Then, after N=4, it is seen that for P≥650N, the uzC increases 
significantly, and the coming out occurs. After N=4, it is seen that for P≤640N, the uzC becomes constant, 
which means that the coming out does not occur. 

Figure 10 shows the effect of the shrink fitting ratio upon the uzC. The large shrink fitting ratio causes negative 
uzC at N=0 due to compressive stress. For N=0~40, the uzC increases significantly with increasing N under 
the low shrink fitting ratio δ/d =0.01×10-3 and δ/d =0.03×10-3, therefore, the coming out of the shaft occurs 

Fig. 10 The displacement uzC vs. number of cycle N 
for different load δ/d when P=150N 
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Number of cycle N 
  

P=650N 
  

P=640N 
  

P=600N 
  

P=300N
N 

P=150N 
  

 u
zC

 [
m

m
] 

P=700N 
  

uzC 

Point C 

P=150N 

z 

r 



 
International Journal of Fracture Fatigue and Wear, Volume 3 

199 
 

easily. On the other hand, the uzC becomes constant under the shrink fitting ratio δ/d =0.1×10-3, δ/d 
=0.2×10-3 and δ/d =0.4×10-3, therefore, the coming out of the shaft does not occur. Fig.9 and 10 show the 
usefulness of the 2-D alternate load model because the results for large N can be obtained easily. 
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Abstract: The base material in an electrical contact is generally protected by a coating layer. The 
basis for determining the protection effect requires sufficient investigation of coating layer. In this 
paper, the influence of silver coating thickness on the lifetime of silver coated contacts and the wear 
rate is studied respectively. The silver coating thicknesses range from 0.5 to 9 µm, with a sphere/flat 
geometry. Based on fretting wear and corrosion tests the correlation, between lifetime as well as wear 
rate and the coating thickness is determined. A theoretical model to predict the wear depth at a given 
sliding distance is proposed and then validated using sphere samples with a 6µm silver coating 
thickness. 

Keywords: electrical contact, fretting corrosion, lifetime, wear rate, wear depth, silver, coating 
thickness 

1 INTRODUCTION 

Silver, as a metal, possesses the highest electrical conductivity and is therefore widely used as the 
coating material of contacts in industry [1]. The electrical conductivity of the contacts can be reduced 
by corrosion and fretting corrosion. Since silver is a noble metal, corrosion and fretting corrosion do 
not initially make a difference, although the relative motions have already occurred. As those 
generated relative motions develop, the corrosion and fretting corrosion start to affect the property of 
the contact and must be taken into consideration. The motions between electrical contacts are 
produced by the close and open of the electrical connectors, vibration and/or diverse thermal 
expansion. When the surface layer is worn through, the motion causes the fretting corrosion of the 
base material, which subsequently leads to the electrical failure. 

This study therefore focuses on the fretting wear of silver coated contacts with different coating 
thicknesses. 

1.1 Fretting Corrosion and Tribological Measurement 
Fretting corrosion is one of the most common reasons leading to failure in electrical connectors. It 
occurs wherever the contact material is non-noble and relative motions take place. 

The high specific electrical resistance of oxides, as a result of the relative motions, increases the total 
resistance of the electrical contacts and after a certain period the electrical contacts fail. Two time 
periods (Lifetime I and Lifetime II) are defined for characterizing the failure of the electrical contacts, 
following a current test method [2, 3]. In Fig. 1, a typical resistance diagram for fretting corrosion is 
shown. Lifetime I is defined as the number of cycles when the resistance is 5 mΩ higher than the initial 
resistant. In this study the initial resistance is from 1 to 3 mΩ, while Lifetime II is the number of cycles 
when the resistance is higher than 300 mΩ. 
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Fig. 1 Lifetime in the fretting test 

Fretting wear and corrosion tests were used to measure the wear of electrical contacts. The volumetric 
wear is the amount of removed materials [mm3], however, it is more convenient to use the linear 
wear	��: 
�� � ��

� 																																																																																																																																																																																					�1
                                                                         

where WV is the volumetric wear and A is the apparent contact surface. 

According to Archard’s wear law, the volumetric wear is: 

�� � �
��� � �� ∙ � ∙ �                                                                                       (2) 

where F is the normal force, s is the sliding distance and �� is the volume wear coefficient.  

The sliding distance s can be calculated as: 

� � 2� ∙ ��                                                                                                                                   (3) 

�� is the amplitude of the motion. The wear follows a fixed principle, as shown in Fig. 2. The removal 
rate (initial phase) in Phase I is relatively high, representing the high wear resulting from the 
microscopical unevenness at surface. Phase II starts when the bearing surface is increased by wear 
and plastic deformation. This phase is recognized by lower wear. The focus of this study is on phase II 
i.e. the steady state wear. The severe wear in Phase III usually attracts less interest due to the fact 
that at that moment the wear through of the coating material has already occurred. 

Fig. 3 shows an example for the wear measurement. During this measurement, the focus is placed on 
the first two phases in wear process.  

 

Fig. 2 Principle diagram of the wear process [4, 5] 
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Fig. 3 First two phases of the wear 

2 SAMPLES USED IN MEASUREMENTS 

The contact samples used in these experiments were a sphere part on a flat part, in which the radius 
at contact point was 4.5 mm (in Fig. 4). The base material of the samples was bronze (CuSn4) and the 
samples were electrochemically galvanized with silver to different thicknesses, namely 0.5, 3, 6, 9 µm 
in sphere and flat respectively. 

 

Fig. 4 Geometry of the contact samples: sphere/flat with radius 4.5 mm at contact point 

3 METHOD OF MEASUREMENTS 

A fretting wear and corrosion test rig was used for the tests (see Fig. 5). Various test parameters such 
as amplitude of travel, normal contact force, frequency of the motion and temperature can be set up in 
these tests. The ranges of the parameters are as follows: the amplitude of travel from 1 to 350 µm, the 
normal contact force from 0.5 to 5 N, frequency from 0.1 to 10 Hz and temperature from ambient 
temperature to 80 °C [6]. The testing parameters used in this study are amplitude 200 µm, contact 
force 3 N, frequency 1 Hz and room temperature. During the experiments, contact resistance, wear, 
normal force, friction force and friction coefficient were recorded continually along with the measuring 
cycles. In order to verify the wear curves, the tests were terminated at different cycles, and then the 
remaining silver thickness was measured using an X-ray fluorescence device (Fischerscope X-ray 
produced by HELMUT FISCHER GmbH&Co.KG). 
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Fig. 5 Measurement device for wear and fretting corrosion tests 

 

4 RESULTS AND DISCUSSIONS 

4.1 Lifetime 
In this section the correlation between Lifetime II and silver coating thickness will be discussed. Fig. 6 
illustrates an instance for the contact resistance versus number of cycles with the four silver coating 
thicknesses. Obviously, the relationship between Lifetime II and the silver coating thickness is non-
linear (Fig. 7) however, it follows an exponential tendency. 

 

 

Fig. 6 Lifetime with different silver coating thicknesses 
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Fig. 7 Correlation between Lifetime II and silver coating thickness 

4.2 Wear Rate 
The analysis of the linear wear rate was carried out in both the phase I and the phase II (Fig. 3). The 
linear wear rate I from Phase I describes the wear at the functional layer close to the surface, while the 
linear wear rate II refers to the real silver-silver combination. As shown in Fig. 8, both the linear wear 
rate I and II decrease with increasing coating thickness. 

 

Fig. 8 Correlation between the Linear wear rate (I, II) and the coating thickness 

4.3 Wear Curves 
The difference between the linear wear rate I and II implies that in the initial phase the silver removal 
is much faster than the following period in silver coated contacts. In order to examine this, fretting 
wear analysis was conducted using the following method: several parallel experiments (with the same 
experimental conditions) were terminated at different cycles with subsequent characterization of the 
silver coating layer. For each measurement a new sample was used. The results from the 6 µm silver 
coated contacts with sphere geometry are shown in Fig. 9.  
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Fig. 9 Depth of wear in correlation with the number of cycles using the sphere geometry samples with 
6 µm silver coating thickness 

In Fig. 9, during the initial period, namely around the first 1000 cycles, nearly half of the silver layer 
was removed, however the left half part required around 19000 cycles. This would imply that the linear 
wear rate decreases dramatically with increasing tests cycles. 

Two reasons for the phenomenon are as follows. Firstly, according to Archard’s wear law (Equation 
(2)), at a predefined normal force and amplitude, the volumetric wear at the same sliding distance 
increment remains constant. Since the contact area at the contact point increases progressively in the 
tests, the linear wear must decrease along with the measurement cycles. Secondly, the initial running-
in period is an unsteady state (Fig. 2) and the removal rate is relatively high due to many complex 
factors, such as the unevenness and different roughness at the surface. 

A theoretical model is proposed in the following section in order to characterize the relationship 
between wear depth and sliding distance in Phase II, using a mathematic formula. 

4.4 A Theoretical Model of Wear of the Sphere Part at Sphere/Flat 
Contact 

In this study, the second phase (Fig. 2) attracts more interest. In order to predict the wear depth 
referring to the number of cycles, or more generally to the sliding distance, a theoretical model and 
calculation method are developed in this section of the paper. 

According to Archard, the volumetric wear was proposed as Equation (2) in Section 1.1: 

�
��� � �� ∙ � ∙ �   
where F is the normal force, s is the sliding distance, and �� is the volume wear coefficient.  

Due to the elastic and plastic deformation, the sphere is at the initial stage slightly flattened and this 
creates an initial contact area A0, which can be determined with an FEA computation. The radius of 
the contact area r0 and the reduced thickness h0 (Fig. 10) can, as a result, be easily calculated. 
According to Archard’s wear law (Equation (2)), the volumetric wear is linearly proportional to the 
sliding distance and consequently to the number of cycles at a given amplitude (Equation (3)), if the 
other parameters remain constant. Therefore the instant linear wear rate kL at the given wear depth 
h (Fig. 10) can be calculated with the equations: 

�� � �� �⁄ � �� ���⁄                                                                                                  (4) 

with 

�� � �� � �� � � � ��
� � ���  2�� � ��
�  2��� � ���                                                  (5) 

where A is the instant apparent contact surface. With the increasing wear depth, the instant apparent 
contact surface increases progressively. Therefore the linear wear rate must decrease along with the 
increasing sliding distance. 
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Fig. 10 Sketch of the values used in calculation 

For a given depth of wear	�, the sliding distance s	is: 
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From FEA computation, the initial contact area A0 is 0.0086 mm2 and thus the initial radius of the 
contact area is around 0.05 mm with the initial reduced thickness h0 at around 0.0003 mm. 

Based on the removed volume from Cycle 1000 to Cycle 2000, the volume wear coefficient can be 
determined and a curve of wear depth in the phase II can be calculated. The comparison between the 
calculated curve and the test results is illustrated in Fig. 11. 

 

 

Fig. 11 Comparison between the calculated curve and the test results  

The calculated wear curve is in good agreement with the data from tests at the steady state i.e. at 
8000 mm sliding distance, namely 20000 cycles. Consequently the theoretical model is a reliable tool 
which can be used to predict the wear depth at a given sliding distance. 

5 CONCLUSIONS 

The analyses demonstrate a good correlation between lifetime, wear rate and coating thickness in 
silver coated contacts. The linear wear rate at the initial running-in phase is relatively high, compared 
to the second phase which is steady. In both of the two phases, the linear wear rates decrease 
progressively and thus the required number of cycles to wear through increases disproportionately 
with the increasing coating thickness at a contact with sphere/flat geometry. The proposed theoretical 
model represents a rough approach to characterize the relationship between wear depth and sliding 
distance. A more precise and generalized model, to describe the wear of the coated contact between 
a spherical and a flat surface, is currently being investigated. 
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Abstract: Motivated by rapid marketing and technological evolutions, new materials, novel components, 
innovating engineering solutions are developed and launched on the marketplace with ever-increasing 
rush. One of consequences is a dramatic change in manufacturing methods of all machinery and their 
market accessibility. An increasing production sector is in front of issues where and when life of products no 
longer interconnects with life cycles of required components. In case of frictional components this issue is 
functional obsolescence, may become when they do not function in the manner that they did when they 
were designed and created. This may be due to "natural" wear, or due to some specific phenomena, 
therefore wear monitoring and attempt of wear modelling are ambitious but necessary solutions. Presented 
study is focused on specific, still not very well known boundary lubricated regime with pure and additivated 
of well-known metallic materials (cast iron, steel and brass). Besides scuffing investigations, 3D 
morphologies of surfaces as well as micro hardness of rubbing surfaces are characterized before and post 
scuffing tribological qualifications. The series of elucidated conclusions are presented from fundamental as 
well as technological point of view. 
 
Keywords: scuffing, boundary lubrication, pV limits 

1 INTRODUCTION 

Scuffing process (SP) is the catastrophic form of wear and due to its rapid and disaster character may lead 
to a functional obsolescence or definitive destruction of frictional operating parts of machines. According to 
the ASTM G40 standard, scuffing can be defined as a form of wear occurring in inadequately-lubricated 
tribosystems that is characterized by macroscopically observable changes in texture with features related to 
the direction of relative sliding. It should be underlined the macroscopic consequences of (SP) which 
activated generates a surface damage (adhesive by nature) to such a degree that subsequent service life 
of parts is significantly shortened or stopped. Curiously, there is a little knowledge of (SP) under lubricated 
conditions especially for metallic alloys; however a great number of parts which are submitted to severe 
tribological conditions are at risk, for instance cylinder liner, crankshafts, gearbox, camshafts, linear 
bearings and many others. Several theories concerning mechanism of (SP) activation [1] have been 
suggested in the literature but none of them unequivocally determine the initiation and evolution of that 
process. The most relevant of them connect the initiation of scuffing under boundary lubrication (BL) with: 
some critical temperature-pressure combination [2], debris generation size or a kinetic of their accumulation 
in interface [3], plastic deformation of asperities [4], formation and destruction of protective oxide films [5],  
desorption of polar constituents of lubricant from metallic surfaces [1,6], a lubricant structure decomposition 
[7], an energetic activation of surfaces [8], adiabatic shear instability [9] and some minor others. In practice, 
all of mentioned mechanisms of (SP) activation can occur in depending on some individual friction 
conditions or in the mutual combination with each other. On the other side, industrial approach to this 
problem requires determination of maximum values of some operational parameters which not exceeded 
secure against (SP) occurring. The example of such parameters most commonly used in industry 
(especially by bearing producers) is pV criteria. The pV (pressure x velocity) of contacting bodies limits 
have enormous practical importance offering possibility of calculation the limitations in friction nodes 
working in different kinetic configuration of materials and tribological conditions. Another practical use for 
pV limits is the selection of polymers for tribological applications. Thanks to that it is possible to evaluate 
conditions where the sudden, catastrophic wear or overheating of polymers may occur. Beside the polymer 
and bearing industry the pV limit is a useful parameter to define a maximum performance of gear boxes. In 
its classic sight it assumes that during (SP), the maximum value along the gear contact path of the product 
normal Hertzian pressure by the sliding speed remains constant. Of course this simplification does not take 
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into account some parameters like: transitional regime, type of lubricant, its viscosity and temperature, 
gears’ materials and geometry etc. That is why, in the case of gear boxes, their performance determination 
should be based also on some lubricant criterion (ex. on critical lubricant film thickness [10]).  

Irrespective of that (BL) cannot provide a long-term protection against scuffing. For this reason it is 
fundamental to recognize the role of breaking point of the boundary layer activating (SP). Authors present 
the topological paradigmatic approach to this problem in which the key role plays the interaction between 
rheological, morphological and physicochemical properties of contacting surface layers [1, 11, 12]. In order 
to understand better the fundamentals of scuffing process (SP) under (BL) conditions, the series of 
systematic tribological double-blind trial are carried out with different more (ZDDP and olefin sulphide) or 
less (paraffin) active lubricants poorly lubricated cylinder/plan interface. (SP) is analyzed at the final phase 
under (BL) conditions particularly for finally ground or burnished steel cylinders (AISI 1045, AISI 4140) and 
finely polished planes from cast iron (EN-GJN 300), steel (AISI 1045) and brass (C37700). The role and the 
influence of rheological, morphological and physical-chemical previous characterizations of dynamics 
interfaces are discussed c.f. infra.  

2 METHODOLOGY OF SURFACES CONDITIONING AND TRIBOMETRY 

The surfaces investigated in the tribological experiments were manufactured from AISI 4130 and AISI 1045 
steel in the shape of cylinders of 45mm external diameter and of 12mm width. The cylinders were ground 
consequently offering anisotropic morphologies of surfaces; therefore profile roughness is relevant to their 
characterizations. Grinding process offered Ra of approx. 0.5µm. 

I AISI 4130 cylindrical surfaces were submitted to burnishing with six values of pressure of two 
symmetrical spherical sector-shaped rolls of 50 mm in diameter described in details elsewhere [1]. Selected 
load conditions comply with the following values of burnishing pressures : 1st: 1,3 GPa, 2nd:1,64 GPa, 3rd: 
1,87 GPa, 4th: 2,06 GPa, 5th: 2,22 GPa, 6th: 2,36 GPa. Kinematic conditions for burnishing are: speed – 
100m/min, burnishing feed – 0.08mm/rev, number of passes – 2, lubricated by a 1:1 mixture of mineral oil 
and kerosene.  

II AISI 1045 cylindrical surfaces were divided into four batches when first of them remained ground (as a 
reference) and others were burnished with three levels of pressure: 1st: 1,64 GPa, 2nd: 2,06 GPa and 3rd: 
2,36 GPa. Kinematic burnishing conditions were as for of AISI 4130 cylinders.  

Systematic areal morphological analyses were performed thanks to optical interferometer on milimetric 
region relevant to contact surface during experimental tribological investigations. The area of 1,2 mm x 
0,9mm in five parts of cylindrical surfaces every 72º were performed. Metrological analyses have been 
done very carefully and consciously taking into consideration calibration as well as transfer function and 
measurement limitations of selected topometric device. 

The µhardness investigations of ground (AISI 1045 cylinders) and burnished (AISI 1045 and AISI 4130 
cylinders) surfaces were carried out using Vickers test respecting EN-ISO 6507-1 standard. In order to 
satisfy statistical requirements the µhardness measurements was performed five times for each type of 
cylinders.   

The criterion for determination of scuffing is increasing of friction coefficient under constant load (Fig. 1). 
The experiments were performed under single drop lubrication using gear oil with ca. 5% olefin sulphide as 
an extreme pressure additive. Therefore, scuffing activation period is measured by the time it took for 
scuffing to occur which is equivalent to the situation of poor lubrication in the friction node. The scuffing 
kinetics were performed at sliding speed of 0.5 m/s between rotating cylinder (AISI 4130 or AISI 1045) and 
the stationary block (EN-GJL-300 cast iron with flake graphite). Load applying incrementally to the friction 
pair is also presented in Fig. 1. In order to satisfy the statistical requirements the scuffing investigation was 
performed four times for each pair of cylinders and flat blocks. 

3 RESULTS ANALYSIS AND DISCUSSION 

Changes of 3D ISO 25178 (in the case of AISI4130/EN-GJN 300 pair) or 2D ISO 4287 (in the cases of 
AISI1045/EN-GJN 300 and AISI1045/AISI1045 pairs) morphological parameters indicate their role in the 
scuffing performance. Fig. 2 presents the relationship between morphology (Ssk/Rsk parameters) versus 
scuffing process (time to scuffing activation (tSC)). Cylinders burnished with the maximum pressure were 
excluded from the subsequent analysis because the most morphological, rheological and physical-chemical 
parameters are subject to meaningful worsening due to the critical cold work achievement. The level of 
crystallites packing of the material is so high that further plastic deformation does not cause any further 
strengthening of the surface layer and its destruction begins. It can be observed from the Fig. 2 that a 
tendency of areal skewness (Ssk) changes in the (SP) context is different in nature in all cases. However, 
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cast irons’ pairs are linked by one common and important feature – the best scuffing resistance was 
obtained for similar values of Ssk. For AISI4130/EN-GJN 300 pair, the longest tSC corresponds to Ssk=– 
0,752 (Fig. 2a). The similar situation  characterizes the case of AISI1045/EN-GJN 300 pair when the 
greatest tSC responds to Rsk value equal – 0,786 (Fig. 2b). Values of Ssk/Rsk parameters are negative 
what indicates that a majority of material is localized near peaks due to grinding or burnishing process. 
However, it is worth noting that the optimum resistance to (SP) does not correspond to the most "flat" 
surface morphology. The most probable reason of this fact is too small volume of valleys when the surface 
is too flat. Surface valleys may operate as some specific lubricant’s pocket which assures an adequate 
supply of oil into the contact area. If the volume of valleys is too small, the limited amount of oil located in 
them may make difficult long-lasting remaining of the full HD or EHD conditions.  

 

Fig. 1 Schematic view of scuffing experimental procedure, (a) load application kinematics, (b) micro 
(morphology) and geometry of contacting bodies, (c) recurrent typical coefficient of friction versus time and 
(d) relevant morphologies orientation of peaks and valleys in the context of oil volume reservoirs in the 
areal real contact. 

Some confirmation of this conjecture can be an analysis of Sv and Sp/St for the AISI4130/EN-GJN300 pair 
(Fig. 3a). It can be observed that the best scuffing performance ensures the lowest value of the max valley 
depth Sk and the highest value of Sp/St ratio (max peak height/max height of surface roughness). 
Irrespective of that all values of Sk are relatively small what points flattening of the surface to such a level in 
which the optimal relationship between critical pressures and volume of oil in the real contact area can be 
recognized. Similar explanation can be applied to Sp/St variations (the longest time to scuffing corresponds 
to the highest value of this ratio). Ratios of Sp/St less than 0.5 offer favourable morphology for wear 
performance. Additionally, on the basis of measured scuffed areas of blocks (EN-GJN 300 counter-
specimens), the pV limits for analysed friction pair (Fig. 1) were calculated and obtained results are 
presented at Fig. 3b. Changes of pV limits in the function of skewness bears a resemblance to the case of 
its relationship with time to scuffing (Fig. 2b).  
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Fig. 2 Scuffing resistance versus morphological parameters (Skewness) for different lubricants: 
AISI4130/EN-GJN300 pair (a), AISI1045/EN-GJN300 pair (b). 

 

Fig. 3 Scuffing resistance for different lubricants versus morphological parameters (Sv&Sp/St) (a) pV limits 
versus Skewness of AISI4130/EN-GJN300 (b), AISI1045/AISI1045 (c), AISI1045/C37700 (d). 

Thanks to tribometry it has been stated the small influence of morphology (relatively big differences in 
Skewness) on pV limits for most material associations (some exception is AISI1045-EN-GJN300 pair 
lubricated by oil with ZDDP). For comparison purposes, Fig. 3c and 3d show pV limits dependence of 
skewness for the pair of AISI1045-AISI1045 and AISI1045-C37700). Both cases present the same 
character as in the steel-cast iron configuration. Therefore, it seems that Ssk may be considered as the 
morphological precursor to a technological plastic forming and scuffing performance of lubricated friction 
pairs. 

The additional assumption of the Ssk application as a technological precursor of scuffing performance can 
be the analysis of the peak and valleys’ shapes and areas presented at Fig. 4. Cylinders distinguished by 
the longest time to scuffing are characterized by the ratio of mean area of peak and valleys close to 1 (0.92 
for tSC=950 s and 0,99 for tSC=796 s). Therefore, it can be conjectured that in these cases the optimal 
relationship between pressures on asperities and oil capacity of valleys was obtained. Of course, such kind 
of conjecture should be confronted with other types of materials and their treatment methods.  
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Fig. 4 Mean section of valleys and peaks of AISI4130 cylinders differently burnished: 1st (a), 2nd (b), 3rd (c), 
4th (d), 5th (e) and 6th (f) level of burnishing pressure. 

Obtained results of morphological analysis are compatible with prior investigations of authors (ex. [13]). 
Referring to them, there are some morphology invariants connected with the (SP) activations. Apart from 
the starting values they stabilize at up-close level which is characteristic for the (SP) initiation. Mean 
numbers of motifs and their mean height and volume are at the certain level due to scuffing. It may indicate 
the shaping of real contact area of particularly favorable characteristics for scuffing activation. The next 
morphological invariant identified in scuffing investigations is Vvv (Void volume of the valleys) parameter 
characterized by similar values for all types of scuffed cylinders. It may indicate that a critical volume of oil 
is reached and scuffing can be activated. This assumption has a similar denotation as the changes of Ssk, 
Sv and Sp/St characterized in this study. Topological approach to the (SP) requires the analysis of other 
parameters than morphological ones. The best representative of surface rheological parameters can be 
residual stresses. Generally, the increases of the compressive residual stresses cause the increase of the 
scuffing performance [1,13]. The measurement of this parameter needs specialized and expensive 
equipment increasing the difficulties of its application in engineering practice. A surface hardness is a 
quantity strongly correlated with residual stresses and relatively easy to measure. Generally dominated 
opinion, the higher hardness corresponds to the better scuffing performance [14] is confirmed in present 
study too. The relationship between cylinders µhardness and scuffing performance is concurrent to the 
literature information. Fig. 5 presents the influence of HV0,1 µhardness of cylinders on time to (SP) 
activation for AISI4130-EN-GJN300 and AISI1045-EN-GJN300 friction pairs.  

 

Fig. 5 Scuffing resistance for different (time to scuffing) versus HV0,1 µhardness (different burnishing): 
AISI4130/EN-GJN300 pair (a), AISI1045/EN-GJN300 pair (b). 

Additionally, it is worth to note that the increase of surface hardness by work hardening is more beneficial in 
preventing scuffing than is a change in carbon content or heat treatment [14]. It can be observed that (as in 
the case of morphological parameters [1, 13] the achievement of critical cold work has a negative impact on 
µhardness (5, 6 MPa – Fig. 5a and 6 MPa – Fig. 5b). The surface of AISI 4130 and AISI 1045 cylinders 
damaged by too high pressures of burnishing can be described by a clear decrease of all analyzed 
characteristics. However, it should be stated that in the case of rheological parameters (µhardness, residual 
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stresses [13]) this effect is not evident one as in the relationship between levels of burnishing pressure and 
surface morphology and physical chemistry (ex. polar component of surface free energy [1, 15]).  

4 CONCLUSIONS 

On the basis of experimental observations under (BL) conditions, following conclusions can be stated. 

• It has been measured the clear relationship between some morphological parameters of AISI 4130 and 
AISI 1045 cylinders (Ssk/Rsk, Sv, Sp/St) and their scuffing performance. The negative values of Ssk & 
Rsk parameters indicate the concentration of material localized near large summits of surface due to 
grinding machining process. However, the optimum resistance to (SP) does not correspond to the 
"smooth flat summits" surfaces. A probable reason of that tribological behaviour is coming from too 
small volume of valleys limiting the amount of oil located in. This assumption was confirmed by the 
analysis of mean areas and shapes of cylinders’ valleys and peaks (Fig. 4). Cylinders distinguished by 
the best scuffing performance are characterized by the ratio of mean area of peak and valleys close to 
1. Therefore, it can be conjectured that in such cases the optimal relationship between pressures on 
asperities and oil capacity of valleys was obtained. 

• The large range in Ssk does not offer significant changes in pV limits for most materials associations. 
That is why Ssk may be considered as the morphological precursor to the technological forming of 
scuffing performance of lubricated friction pairs (but not as a precursor to their operating performance-
Fig. 3). 

• It can be observed the clear relationship between HV0,1 micro hardness of AISI 4130 and AISI 1045 
cylinders and their scuffing performance (Fig. 5). Generally, higher hardness of surfaces, the better 
their scuffing performance. 

• In the case of metallic surfaces morphology (Ssk) and rheology (hardness), may be considered as 
magnitudes for preliminary valuation of scuffing resistance without the application of expensive 
measurement equipment [16]. That is why they may be recommended for correct metrological use in 
engineering practice as some precursors for the catastrophic, functional obsolescence of friction pairs. 

5 NOMENCLATURE  

Abbreviations 
BL 
HD 
EHD  

HV0,1 

Boundary lubrication 
Hydrodynamic lubrication 
Elastohydrodynamic lubrication 
Vickers micro hardness  

SP 
ZDDP 
Topographical Parameters:  

Scuffing process  
Zinc dialkyldithiophosphates 
 

Sp Maximum peak height, height between the highest peak and mean line [µm] 

Ssk/Rsk Skewness of the surface/profile height distribution 

Sv Maximum pit height, depth between mean line and the deepest valley [µm] 

St 

Vvv 
Tribological Parameters:  

tSC 

Maximum height between the highest peak and the deepest valley [µm] 

Void volume of the valleys [ml/mm2] 
 

Time to scuffing [s] 
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Abstract: Effects of the reciprocating sliding contact with the micrometer level of relative movement on the 
dry friction and wear properties were investigated. A novel ring-on-ring test was developed by making use 
of a tension-torsion fatigue-testing machine. The material investigated was a heat-treated JIS SCM435 (Cr-
Mo steel) with a Vickers hardness of 330. The tests were conducted under a wide range of the testing 
conditions with the relative sliding displacement of 10-250 µm, the contact stress of 10-300 MPa, the 
sinusoidal frequency of 0.05-20 Hz, and with the number of reciprocating sliding cycles of 10-104 cycles. 
The time variations of tangential force and relative sliding displacement between contact surfaces were 
monitored during testing. The worn surfaces and the wear progress inside the specimen were 
microscopically observed. The relationship between friction force and displacement exhibited a quasi-
rectangular hysteresis loop. The coefficient of kinetic friction was within a range of 0.6 to 0.8 independently 
of the above test conditions. The thin layer of contact surfaces locally underwent a severe cyclic plastic 
deformation and thereby the grain refinement took place, which formed a very hard layer. Wear particles, 
such as very fine powder and metallic fragments, were formed between the contact surfaces. Microscopic 
cracking was also observed on the worn surfaces. 

Keywords: Ring-on-ring test; micrometer scale sliding displacement; coefficient of friction; fretting wear; 
Cr-Mo steel 

1 INTRODUCTION 

A number of failure problems emerged in engineering applications are associated with repeated sliding 
motion between the contact surfaces. Fretting-wear, -corrosion and -fatigue are typical examples of this 
type of failure. It is known that the amplitude of the motion is in a range of 1 to 100 µm [1], but the amplitude 
is not uniform on the contact surface and at the boundary of the area where slip motion occurs and the area 
where it does not occur, eventually, the amplitude falls asymptotically to zero.  

The rolling-contact fatigue failures, such as the flaking-type failure in bearings, are intimately related to 
shear-mode (mode II and III) fatigue crack growth [2-5], which is also involved in the repeated sliding 
contact. The growth rate and the threshold condition for propagation are influenced by the interaction of 
opposing crack faces [5-7]. In this case, the relative displacement along the faces of a crack in a specimen 
can be in the order of several micrometers or more but it approaches to zero at the crack tip.  

All the above phenomena are closely related to the micro-nano level of cyclic reciprocating slip. To make a 
quantitative analysis for this type of engineering problems, it is quite important to know about the 
mechanisms of friction and wear, including those of coefficient of friction, formation of contact surface 
topography, change of subsurface microstructure, formation of debris and microscopic fracture, occurred in 
the regime of micro-nano level sliding motion. However, the experimental technique that enables to 
systematically investigate these complex mechanisms is still in a nascent stage of development. Although 
extensive researches have been made on frictional processes in the micro- and nano-Newton range, for 
instance, with an atomic force microscopy (AFM) [8-10], there is a gap between classical tribology and 
nanotribology and the gap has yet to be closed [11].  

In this study, a novel testing method was developed to explore the properties of the sliding contact, on the 
micrometer level of relative displacement, for the contact area with an engineering size of tens mm2. Then 
the reciprocating sliding contact tests were conducted to investigate the coefficient of friction and the 
damage mechanism of contact surfaces. 
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2 EXPERIMENTAL PROCEDURES 

The material investigated was a JIS SCM435 (Cr-Mo steel), which was quenched from 860ºC followed by 
tempering at 550ºC for 1 hour.  The chemical composition in mass% was: 0.36C, 0.30Si, 0.77Mn, 0.027P, 
0.015S, 0.02Cu, 0.02Ni, 1.06Cr, 0.18Mo and bal. Fe. The Vickers hardness, HV, measured with a load of 
9.8 N was 330. Tensile strength was 950 MPa. 

Fig. 1 shows the shape and dimensions of the specimen with a hollow cylinder. The end faces of hollow 
cylinders were finished by polishing with an emery paper and then by buffing with an alumina paste. As 
shown in Fig. 2, reciprocating sliding contact test was performed by contacting the end faces of two hollow 
cylinders one another and by applying reversed angular displacement to the specimens. The test based on 
such a configuration is known as a ring-on-ring test, which is, though, usually performed in unidirectional 
rotation. This testing method has an advantage that there is no edge effect and consequently the coefficient 
of friction can be defined as the ratio of tangential to normal forces acting on the contact surface based on 
the assumption of an identically-distributed force. 

 

An MTS servo-hydraulic fatigue testing machine, which was custom-designed for conducting the combined 
tension and torsion fatigue tests at an operating speed of ~0 to 50 Hz, was utilized to perform the ring-on-
ring test. This testing machine has a high stiffness and can accurately control the twisting moment and 
angle, and independently, the axial load and displacement. The capacities are 100 kN in axial load and 
1000 Nm in twisting moment. The sine-wave displacement was applied by rotating the specimen at the 
driving side under the control of angular displacement, cf. Fig. 2. Therefore, the sliding velocity is not 
constant during the test; i.e., it reaches to zero at the switching point of sliding direction and to the 
maximum at the neutral point of displacement. 

A laser displacement meter was used to measure the sliding displacement between the contact surfaces.  
A small light plastic plate, on which a well-polished tinfoil was pasted, was glued to the specimen surface at 
a distance of 5 mm from the edge of hollow cylinder as a target of laser light. The relative sliding 
displacement, S, was defined as the value computed by subtracting the displacement measured for the 
fixed-end side target from that for the driving side target, cf. Fig. 2.  

To attain the condition of uniform contact over the whole contact surface, the contacted specimens was, 
before starting the test, rubbed with each other with a large sliding displacement of more than 10 mm under 
a contact stress of 10 MPa until the difference of the values in four strain gages measured on the specimen 
was sufficiently minimized, cf. Fig. 2. Therefore, it must be noted that the contact surfaces are not damage-
free but have been initially worn by rubbing.  

In the present experiments, the apparent contact stress, p, was defined by  

p = W/A   (1)   

where W  is the normal compressive load measured by a load cell equipped in the testing machine. Further, 
A is the apparent area of contact and a nominal value of 40.8 mm2 for the cross-sectional area of 
specimen’s hollow cylinder was used for the calculation in this study, cf. Fig. 1. The gross value of frictional 
force, F, tangent to the contact surface was defined by  

 

Fig. 1 Shape and dimensions of specimen 

Fig. 2 Configuration of specimens 
and measurement devices 
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F = T/r  (2) 

where T is the twisting moment measured by a load cell, and r is the mean radius (i.e., half the mean value 
of inner and outer diameters of hollow cylinder), for which a nominal value of 6.5 mm was used for the 
calculation throughout this study. During testing, the tangential force, F, and the relative sliding 
displacement, S, were simultaneously monitored as a function of time, t. 

3 RESULTS AND DISCUSSION 

3.1 Coefficient of friction 
Fig. 3(a) shows the friction force, F, and the relative displacement, S, as a function of the time, t, which 
were measured under a contact stress, p, of 50 MPa, at a test frequency, f, of 1 Hz and at a number of 
reciprocating cycles, N, of around 10 cycles after the beginning of test. A rectangle hysteresis loop shown 
in Fig. 3(b) represents the relationship between F and S for the data in the part surrounded by the dotted 
line in Fig. 3(a).  

The time variation of S exhibited approximately a sine waveform, while that of F was approximately of a 
square waveform. Vertical quick change of F corresponds to an interval that slippage between contact 
surfaces does not occur. It is considered that the elastic deformation of hollow cylinders between targets 
may account for the displacement in this interval. After the value of F reached the maximum static friction 
force, slippage occurred macroscopically. The kinetic friction force, Fk, during slipping, which was 
somewhat less than the maximum static friction force, remained nearly constant. When examined closely, 
however, it was seen that Fk, only slightly, decreased initially with increase of sliding velocity and 
subsequently increased with decrease of sliding velocity. The above results may merely exhibit almost the 
same properties of dry friction that have been recognized well [1]. Acute increases of F were frequently 
appeared in the middle of horizontal part as seen in Figs. 3 (a) and (b). These may presumably be an 
indication of stick-slip movement. 

The relation of F and S observed at N = 2000 is shown in Fig. 4, in which the result for N = 10 is also shown 
for comparison. The kinetic friction force, Fk, at N = 2000 was somewhat larger than that at N = 10. In 
addition, Fk was not constant but increased gradually with increase of slipping distance. This difference of 
friction properties between N = 10 and 2000 is simply attribute to the repetition of reciprocating sliding 
movement. Wear debris was observed on the contact surfaces after 2000 cycles. The specific wear rate 
was   6.6 ×10-7  mm2/N. This value corresponds to the transition regime of mild wear and severe wear. 

After the debris was removed from the contact surfaces at N = 2000, the test was continued for 10 cycles 
until N = 2010. As a result, as shown in Fig. 4, the value of Fk dropped overall but a tendency of gradual 
increase was remained. Thus, the presence of debris plays a partial role in the increase of Fk but for the 
gradual increase of Fk, other factors, such as the increasing effects of adhesion, mechanical interlocking of 
asperities, etc., may be involved 

 

Fig. 3 (a) Time-variation of friction force, F, and relative sliding displacement, S; 
and (b) relationship between F and S, which were observed at N = 10 under the 
conditions with ∆S = 200 µm, p = 50 MPa, and f = 1 Hz. 

 

(a) (b) 
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The coefficient of kinetic friction, µ, was defined by the following equation: 

µ = Fk/W (3) 

A half of the range of upper and lower values of Fk at the neutral point of S in a hysteresis loop, cf. Fig. 4, 
was used as a representative value for Fk. The values of µ was measured under the conditions with the 
range of relative sliding displacement, ∆S, of 10-250 µm, the contact stress, p, of 10-300 MPa, the 
sinusoidal frequency, f, of 0.05-20 Hz, and with the number of cycles, N, of 10-104 cycles. Fig. 5 shows the 
values of µ as a function of the above factors. The detailed information about the data in this figure is 

 

Fig. 4 Relationship between F and S for N = 10, 2000 and 2010 cycles under the 
testing condition: ∆S = 200 µm, p = 50 MPa, and f = 1 Hz; Debris was removed at 
N = 2000 and thereafter the test was continued until N = 2010. 

Fig. 5 Coefficient of kinetic friction, µ, as a function of p, f, ∆S and N 
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provided in [12]. The value of µ was evenly scattered from 0.6 to 0.8, independently of a wide range of the 
testing conditions, giving the average value of about 0.7. 

3.2 Damage of surfaces in contact 
Fig. 6 shows the contact surface after the test cycled until N = 104 under the conditions of ∆S = 180 µm, p = 
100 MPa, and f = 1 Hz. The debris was removed before taking this picture. The damaged surface was 
characterized by a rough surface composed of the plowing wear scars, smeared metal prows and the 
depressions, which were all aligned parallel to the sliding direction. Fig. 7 shows a microscopic crack 
emanated from the bottom of depression, which was observed on the cross section of worn surface. 
Flaking induced by subsurface cracking may play a role for the formation of depressions.  

To investigate what happened inside the specimen, the testing machine was paused in the process of 
sliding wear and then the specimens were fixed with two halved steel-pipes and an epoxy-bonding agent to 
keep the specimens contacted with each other.  Fig. 8 shows a state of the contact surfaces obtained on 
the cross section of such fixed-specimens. The microstructure just below the surfaces exhibits the 
extensive plastic flow and the grain refinement. The Vickers hardness of the fine-grained microstructure 
reached HV720, which is much larger than that of gross microstructure (HV330). The sliding contact, 
eventually, does not take place between the surfaces of original material but mostly between those of 
hardened materials. In addition, different types of wear debris existed between the contact surfaces, such 
as small wear particles, relatively large fragments and plate-like aggregates of fine wear powder elongated 
in the sliding direction. The delamination of the fine-grained surface layer is also seen as shown by an 
arrow in Fig. 8, where the nucleation of subsurface crack and its propagation parallel to the surface are 
involved.  This seems to be one of the mechanisms that accounts for the formation of rough surface and 
metal fragments. 

 

 

Fig. 6 Worn surface observed after the test 
cycled until N = 104 under the conditions with 
∆S = 180 µm, p = 100 MPa, and f = 1 Hz 

 

Fig. 7 Microscopic crack emanated from the 
bottom of depression; the crack tip is 
indicated by an arrow. 

Fig. 8 State of contact surfaces in the process of sliding observed inside 
specimen at N = 2000 under testing condition with ∆S = 200 µm, p = 50 
MPa, and f = 1 Hz; The crack tip is indicated by an arrow. 
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4 CONCLUSIONS 

The characteristics of friction and wear associated with micrometer-level reciprocating sliding contact were 
investigated in the novel ring-on-ring testing method for heat-treated Cr-Mo steel. The obtained results are 
summarized as follows: 

• The relationship between friction force and displacement exhibited a quasi-rectangular hysteresis loop.  

• The property of friction at the beginning of test was almost the same as that of well-known dry friction. 
As the number of cycles of reciprocating sliding increased, the kinetic friction force somewhat 
increased. This is partly because of the debris generated by a number of sliding repetitions. 

• The coefficient of kinetic friction was within a range of 0.6 to 0.8 independently of a wide range of 
testing conditions. 

• The cyclically worn surface was rough and different types of debris existed between the contact 
surfaces. A thin layer of the surfaces underwent locally a severe cyclic plastic deformation and thereby 
the grain refinement took place forming a very hard layer. Microscopic cracking was also observed on 
the contact surfaces. 
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Abstract: This paper models a bristle of a gutter brush for road sweeping, by means of two finite element 
models. In one of the models, displacement and rotation boundary conditions are applied to an end of the 
bristle, so that it follows a certain circular path under a given function of time. In the other model, the same 
end of the bristle is totally constrained, and inertia loads are applied so that they simulate the motion given 
by the path and function of the first model. The results of both models are validated, analysed, and 
compared. They indicate that their accuracy with respect to the degree of freedom results is acceptable. 
However, regarding force and moment results, the accuracy of the first model strongly depends on the 
number of straight lines used to approximate the circular path. The accuracy may be very low, mainly due 
to the modelling of damping. Appropriate values for the time step and integration time step are found so 
that both models produce reliable results. When these values are used, they provide practically the same 
results. It is concluded that the model that applies inertia loads may be more appropriate, because the 
modelling of damping may be more realistic and because much less computational resources are required. 

Keywords: dynamic FEM; damping; inertia loads; displacement boundary conditions; friction 

1 INTRODUCTION  

This work is related to a research into the characteristics and performance of gutter brushes. These are 
cup-shaped brushes of road sweepers that sweep the debris that is located in the gutter of the road. The 
study of this brush is of certain interest, as about 80% of the road debris is found in the gutter [1,2]. Fig. 1 
depicts a gutter brush of a street sweeper. It comprises one or more rows of clusters of bristles attached at 
an angle φ (bristle mount angle) relative to the mounting board normal. 

 

 

 

  

 

 

 

 

 

 

 
Fig. 1 Gutter brush of a street sweeper 

In particular, the research is concerned with the novel idea of analysing whether oscillations superimposed 
onto the rotation of the gutter brush are of any value for increasing sweeping effectiveness. Therefore, in 
order to study brush characteristics, a dynamic Finite Element Model (FEM) is considered. A dynamic 
model of a cup-like, oscillatory brush has been developed; this model entails a transient nonlinear structural 
3-D analysis involving contact, and it is described in a previous work [3]. In this model, the clamped ends of 
the bristles are fixed (the brush mounting board is modelled as a stationary body); therefore, in order to 
simulate brush motion, inertia loads are applied. In conjunction to this, the road surface has to be rotated 
and translated to obtain the relative movement between brush and road. 

Mounting board 

Steel bristles of rectangular 
cross section 

Two rows of clusters 

r1 
r2 
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In this paper, the results of applying the model referred to above are compared with those a FEM in which 
the clamped end of the bristle is rotated about the brush axis. The circular path followed by the bristle top 
end is approximated by a large number of straight lines. 

The outline of the paper is as follows. Section 2 presents the main parameters and characteristics of the 
model. Section 3 provides the results of the validation of the model; this process enabled to obtain the 
friction coefficients for concrete surface-road interaction. Section 4 presents the comparison of the results 
of the two models; the results of sensitivity analyses and the validation of the models are also included. 
Finally, Section 5 concludes the paper. 

2 DESCRIPTION OF THE MODEL AND METHODOLOGY 

The model that applies inertia loads has been described in detail in a previous work [3]; therefore, only the 
basic characteristics and the main parameters are provided here. The geometric parameters of the gutter 
brush that is modelled are given in Table 1. Some of these parameters are illustrated in Fig. 1. Regarding 
the bristle mount orientation angle, it controls the deflection of the bristle. If γ = 0 (cutting brush), the bristle 
cross section is orientated such that the bristle mainly deflects in the brush radial direction. If γ = 90° 
(flicking brush), it deflects backwards, i.e., tangentially and opposite to the bristle sweeping direction.  

 Table 1  Brush geometric parameters used in the models 

Geometric parameter Symbol Value 

Bristle mount orientation angle γ 0 (cutting brush) 

Bristle length lb 240 mm 

Mount radius r 112.5 mm 

Bristle breadth t1 2 mm 

Bristle width t2 0.5 mm 

Bristle mount angle φ 26° 

Number of mount radii  nr 1 

 

The bristles are modelled as 3-D quadratic beams. For bristle-road interaction, rigid-to-flexible contact is 
assumed: a contact element is attached to the bristle tip (flexible) and a target element to the road surface 
(rigid). Regarding friction modelling, an exponential friction function is used [4]: 

vc
ksk

ve−−+= )( µµµµ , (1) 

 where µk is the kinetic friction coefficient, µs is the static friction coefficient, v is the relative velocity, and cv 
is the decay coefficient. 

As the modelling of an oscillatory brush requires a dynamic analysis, load steps (loads and boundary 
conditions) are applied every Time Step (TS), δt. Through these steps, the motions of the brush and the 
surface are modelled. Two load cases are studied in this work. In the first case, the displacement load case 
(DispLC), nodal displacements and rotations are prescribed to the top (clamped) nodes, to simulate brush 
rotation, and displacements are applied to the surface, to simulate sweeper speed. In the second case, the 
inertia load case (InerLC), the motion of the brush is simulated by applying inertia forces, but the bristle top 
remains fixed, and the surface is translated and rotated. For the DispLC, this is illustrated in Fig. 2(a), 
where, ∆s and ∆θ are the clamped node displacement and rotation, respectively, and ∆x is the surface 
displacement (see also Fig. 6). For the InerLC (Fig. 2(b)), the surface is rotated and displaced through a 
pilot node in order to model the relative motion between bristle and surface (see also Fig. 7). The inertia 
forces applied are the centrifugal and tangential forces, related to the variable rotational speed, as well as 
the Coriolis effects. A disadvantage of the DispLC is that the circular path followed by the clamped end is 
approximated by a polygon of many sides (each side corresponds to a ramped function); this approximation 
may lead to inaccuracies, as discussed later; therefore, δt has to be sufficiently small (see sensitivity 
analyses in Section 4). Similarly, the TSs are divided into integration time steps (ITSs), δtITS; the ITS has to 
be sufficiently small to obtain the required accuracy when applying the dynamic equilibrium equations. In 
both models, gravity is applied as an inertial force. 
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 (a) DispLC    (b) InerLC 

 

Fig. 2 Displacements and rotations prescribed to the clamped node and the surface pilot node 

An oscillatory brush rotates at a variable angular speed ω (t). Two ω (t) functions are considered. The VAP 
function, which was devised by the authors to produce small brush angular accelerations and is given by [5] 
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In these equations, ωm and ωa are the mean angular speed and alternating angular speed, respectively, f is 
the frequency of speed oscillation, t is time, and b is a number between 0 and 1 that controls the shape of 
the angular speed curve; the closer the parameter to zero, the smaller the maximum angular acceleration, 
but the speed curve becomes less smooth. 

The second function is a sinusoidal function 

ftt am πωωω 2sin)( += . (5) 

As mentioned before, the variable angular speed produces centrifugal and tangential forces. For the 
InerLC, these are applied by means of the ANSYS commands ‘‘OMEGA’’ and ‘‘DOMEGA,’’ respectively. 
Besides, the Coriolis effects are applied through the command ‘‘CORIOLIS’’; further details are given in 
Ref. [3]. In the DispLC, ω (t) is integrated in order to obtain the angular function θ (t); this is used to 
prescribe the nodal displacements (r⋅∆θ (t)) and rotations (∆θ (t)). 

Regarding damping, Rayleigh damping is assumed; this is a form of viscous damping, which leads to linear 
equations of motion. In this damping model, damping forces are proportional to the velocity of the element, 
and the damping matrix C is in turn proportional to a linear combination of mass and stiffness dependent 
damping: 

KMC DD βα += , (6) 

 

where M is the mass matrix, K is the stiffness matrix, αD is the mass proportional damping coefficient, and 
βD is the stiffness proportional damping coefficient. 

3 VALIDATION OF THE MODEL AND FRICTION COEFFICIENTS 

The FEMs have been validated by comparing the results of the two load cases dealt with (see Section 4) 
and by comparing the modelling results with those obtained experimentally by Peel [6] for a horizontal 
brush (i.e., a brush with its mounting board parallel to the surface). The comparison with experimental data 
enabled to obtain the friction parameters (Eq. 1) for road-bristle interaction. 
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As reported by Peel [6], the contact between a bristle and a rough surface exhibits stick-slip friction cycles. 
This is because an irregularity of the road surface may stop the tip for some time until it climbs up the 
irregularity. However, in the Finite Element (FE) analyses performed, no stick-slip friction cycles are 
exhibited, because the surface is modelled as a totally flat surface; therefore, equivalent friction coefficients 
are determined. This is not entirely satisfactory, but the complexities of modelling a rough surface are 
avoided.  

The validation and process of determining the friction coefficients are provided in a previous work; the 
results suggest that the FEM is valid, as the experimental points are fitted appropriately by the FE results 
[7]. The validation process yields: µk = 0.27, µs = 0.70, and cv = 0.40 s/m for the cutting brush (γ = 0) [7]. 
These values are obtained by a best fit (Eq. 1) of three points (see Fig. 3), which were obtained by finding 
suitable values of the friction coefficients for three brush rotational speeds (60, 100, and 140 rpm). 

 
Fig. 3 Friction coefficient curve [7] 

4 RESULTS 

The effects of the Integration Time Step (ITS), Time Step (TS), and the number of beam elements are 
studied. Because in the case of a bristle impacting a surface, the contact times are minute, the ITS has to 
be very small. The results suggest that an appropriate maximum limit for the ITS is 5 to 10 µs. With regard 
to the number of beam elements in the bristle, the results indicate that 12 beam elements is an appropriate 
number. 

Regarding the TS, δt, an appropriate value depends critically on the type of load case used. In the DispLC, 
the top node of the bristle follows a circular path. However, this circumference is approximated by a 
polygon with many sides. Due to this approximation, the velocity of the top nodes undergoes abrupt 
changes of direction at the intersections of the sides of the polygon. Consequently, the accelerations at 
those points are, in theory, infinite. Then, very high accelerations, as well as forces and moments, may be 
produced. 

Analyses with various TS values, which affect the size of the sides of the polygon, are performed. The data 
for these analyses are: brush angle of attack (angle between the mounting board normal and the normal to 
the road surface), β = 0; the speed function is the VAP function with ωm = 100 rpm, ωa = 5 rpm, f = 9 Hz, 
and b = 0.08; mass proportional damping coefficient, αD = 0.1 s–1 and stiffness proportional damping 
coefficient, βD = 21 ms. The analyses reveal that the approximation of the circular path tends to produce 
errors relatively small in the Degree of Freedom (DOF) results, but it may produce huge errors in the forces 
and moments, particularly the damping components. Fig. 4 presents an example that suggests that the 
damping forces should be positive and less than 0.05 N. However, when δt = 1 ms, damping forces of the 
order of -140 N are generated. The static and inertia components of the forces and moments are also 
affected by the approximation of the circular path; nevertheless, their values are much smaller than the 
damping components. In general, the results suggest that convergence is achieved when δt <≈ 0.01 ms. 
The small value required for δt is a reason for preferring the InerLC to the DispLC, because this would 
require very large computing times. It is noted that for the InerLC, convergence is practically achieved at 
least when δt <≈ 1 ms. 
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    (a) δt = 1 and 0.1 ms (b) δt = 0.05, 0.01, and 0.001 ms 

Fig. 4 Damping force at the clamped end in the brush radial direction vs. time for a number of time steps 

In order to validate the two load cases, a comparison of results from both of them is carried out. The data 
for these analyses are: µs = µk = 0.5, brush angle of attack, β = 10°, brush penetration (i.e., vertical distance 
between the road surface and the tip of the bristle that withstands the greatest deflection if it could 
penetrate the road without deflection), ∆ = 0.04 mm, brush translational speed (sweeper speed), v = 1.5 
m/s. The oscillatory function is the sinusoidal function with ωm = 150 rpm, ωa = 4 rpm, and f = 5 Hz. No 
damping was considered in this analysis. Examples of the results of both models are shown in Fig. 5 to 7. It 
is noted that the curve for the DispLC in Fig. 5(b) is an equivalent curve, so that it can be compared with the 
InerLC curve. The small differences that are exhibited in Fig. 5 may be partly due to the different TS used 
(δt = 1 ms in the InerLC and δt = 0.01 ms in the DispLC) and the differences in the way in which high 
frequency vibrations are modelled in both cases. The DispLC tends to be very sensitive to δt, and high 
accelerations tend to be developed due to the abrupt changes in the velocity of the top node. The InerLC 
tends to produce smoother values of accelerations and forces. 
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    (a) Normal tip-road contact force vs. time (b) Tip displacement in the radial direction vs. time 

Fig. 5  Comparison between inertia and displacement load cases 

 

       

  (a) t = 0 s (b) t = 0.125 s  (c) t = 0.25 s 

 

Fig. 6 Application of the displacement-load-case model 
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  (a) t = 0 s (b) t = 0.125 s  (c) t = 0.25 s 

 

Fig. 7 Application of the inertia-load-case model 

5 CONCLUSIONS 

In this paper, two finite element models of a bristle of an oscillatory gutter brush were presented and 
compared. In the first model (DispLC), displacements and rotations were applied to the clamped end of the 
bristle, so that it rotates about the brush axis following a circular path. However, this path was approximated 
by a certain number of straight lines. In the second model (InerLC), the clamped end is fixed, and inertia 
loads were applied. Sensitivity analyses, validation, and comparison of the models were carried out. The 
results indicate that both models are valid and may provide accurate results. However, with regard to forces 
and moments, the accuracy of the model that applies displacements and rotations critically depends on the 
number of straight lines that approximate the circular trajectory. If the number of lines is not sufficiently 
large, the accuracy is very low, mainly due to the damping forces. Suitable values for the time step and 
integration time step were determined so that the DispLC model produces reliable results. When these 
values are used, both models provide practically the same results. It is concluded that applying inertia loads 
may be more suitable for modelling and oscillatory gutter brush, because much less computational 
resources are needed. 
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Abstract: In fretting wear, debris is usually trapped between contact surfaces due to the micro relative slip. 
Therefore, debris plays an important role in fretting wear, which can protect or harm interfaces according to 
different dominant wear mechanisms. Experimental methods for investigating debris, however, are time 
consuming and difficult to provide the instantaneous information during the wear process. Getting contact 
information by numerical modelling method is therefore necessary. Meanwhile, a suitable debris model is an 
indispensable part of a complete prediction tool for fretting wear. This paper reviewed the experiments of 
fretting wear and the numerical models of debris in wear, especially in fretting wear conditions. 

Keywords: Debris, Fretting wear; Numerical modelling 

1 INTRODUCTION  

Fretting wear is a surface damage between two contact surfaces, with oscillated micro relative slip under 
contact pressure. The index	�, which is the ratio of relative slip � to half contact width � between interfaces, 
is used for identifying the transition from fretting to reciprocating wear [1]. If � > 1, the contact surface is 
exposed to the surroundings, and thus the debris created from matrix material can eject from interface easily. 
While if  � < 1, there is an unexposed area that the debris could stay in since the magnitude of applied normal 
load is sufficiently high and the amplitude of displacement is small [2]. Therefore one important characteristic 
of fretting wear is debris staying in the contact surfaces during the process of wear. 

In real applications, fretting wear may happen in every tribo-system suffered from cyclic load, such as 
stem/cement contact of hip joint [3], blade/disk contact of dovetail joint in turbine [4], interface between 
strands in hosting ropes [5], or surfaces between electrical connectors [6]. For cemented total hip joint authors 
of reference [7] found that cement surface was severely damaged in contact with stem surface by doing in-
vitro simulation. Moreover the cement debris trapped in the micro-pores may cause aseptic loosening of the 
femoral component. In the electrical connectors aspect, research of [8] showed that, in Au coated copper 
electrical contacts, the contact resistance increased significantly when the oxide debris covering the contact 
surface as a result of fretting wear.  

Due to the important role debris playing in the practical application, researchers tried to explain the process 
of fretting wear from debris aspect. The motivation of present work is to review the research of wear debris 
in both experimental and numerical modelling aspects. This paper is divided 4 parts; after the introduction 
section, the experimental research of debris is reviewed. Then, the numerical methods employed for debris 
modelling is presented in section 3. Finally, a conclusion is presented. 

2 EXPERIMENTAL RESEARCH FOR DEBRIS 

According to the research by Hurricks [9] in 1970, the process of fretting wear between metal could be divided 
into three stages: (a) initial adhesion and metal transfer (b) generation of debris and (c) the steady-state wear. 
In 1973, the delamination theory of wear was presented by Suh [10]. This theory was also based on three 
points: (a) the behavior of dislocations at the surface, (b) sub-surface crack and void formation, and (c) 
subsequent joining of cracks by shear deformation of the surface. It took actual micro-mechanism based 
failure and damage processes into consideration, which was more close to practical situation. The next year 
Waterhouse and Taylor [11] studied fretted surfaces of 0.7 carbon steel, commercially pure titanium, and Al-
Zn-Mg alloy, which showed that loose wear debris caused by the propagation of sub-surface cracks was 
similar to that postulated in the delamination theory of wear. Thus, delamination wear was proved as one of 
wear mechanisms happens in the fretting wear. Later on, C. Colombié et al [12] studied fretting wear tests of 
different materials, i.e. steel on steel and chalk on glass, and found that the generation and maintenance of 
debris layer with abrasion of debris layer governed the wear of matrix material, which means abrasion wear 
also could be a wear mechanism for fretting wear.  
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Varenberg et al. [13] investigated the role of oxide debris in fretting wear in tribo-systems of steel on bronze 
and steel on steel. They found that the wear mechanisms are different according to different types of friction 
pairs. For the combination of steel and bronze, the adhesive wear mechanism was dominant and the debris 
acted as a kind of lubricant, which could reduce damage of fretting wear, while for the pair of steel on steel 
the abrasive mechanism was prevailing, the debris could accelerate the damage. The same year M.Z. Huq 
et al [14] found that the normal load and relative humidity of the ambient air also had influence on the 
movement of debris in fretting wear of coatings. The recent paper of J. D. Lemm [15] presented findings that 
for contact pairs of steel where they had different hardnesses, a critical hardness differential threshold 
existed. Above this threshold, the wear was predominantly related to the harder specimen, which meant the 
surface hardness of steel impacted on the debris retention in fretting wear process. Furthermore, even for 
the same fretting coupling, an aluminum alloy (A357) on 52100 steel which studied by K. Elleuch and S. 
Fouvry [16], the form and composition of debris were various relating a displacement amplitude threshold 
that is independent of sliding velocity and temperature effect.  

Based on the experimental results above, it could be concluded that fretting wear is a very complex 
phenomenon of surface damage and that debris plays various role, which depend on the materials of tribo-
system (types, hardness), loading conditions (normal load and displacement amplitude applied) and 
environment conditions. However due to the micro range of displacement between interfaces and micro or 
even nano scale of debris, doing experiment is difficult to capture the movement of debris during the process 
of wear synchronous, hence researchers turn to numerical modelling to analyse the role debris playing during 
wear process.  

3 NUMERICAL MODELLING OF DEBRIS 

3.1 Numerical modelling of debris 
Authors of reference [17] developed the dry contact model with debris for the heavily loaded rolling and sliding 
contacts as shown in Fig. 1, which could predict elastic-plastic debris denting process when the debris passes 
through the contact area.  

 

Fig. 1 Dry contact model with debris: (a) two cylinders in contact; and (b) debris forces [17] 

According to the dry contact model, the relationship of surface profile and deformation of mating surface is 
given by: 

�	
, �
 = ��	
, �
 + 
�
� + �����

��� ∬ �	
����

	
�
�
��	����
� �
����                                                                          (1) 

Where � and �� are the dimensionless mating surface curvature and the constant used for calculating��, 
respectively. 
  and �  are the dimensionless coordinates in rolling direction and cross rolling direction, 
respectively. �� and � are the maximum Hertzian pressure (Pa) and dimensionless pressure, respectively. 
Also  �� is the reduced radius of curvature in rolling direction, which can be calculated as: 

���� = ���� + � ��                                                                                                                                   (2) 

Where �� and �   are the radius of contacting cylinders. And !� is the equivalent modulus of elasticity: 
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Where !� and !  are young’s modulus of the cylinders. The debris shape when it goes along the contact is 
given by: 

&' = ()
 *1 −

	,�,-
%
./% − 	0�0-
%

./%                                                                                                                      (4) 

Where 12 is the dimensionless debris height,	�3 is the dimensionless radius of the deformed debris, 45, 65 
are the dimensionless center coordinate of the debris in the rolling and cross rolling directions, respectively.  

By finite element method (FEM) and fast fourier transform method, authors [17] studied the debris material 
properties, location and the friction between the debris and matching surfaces and they found that these 
parameters played important role in the debris size and that high contact pressure between debris and contact 
surface can cause plastic deformation. 

Jinbin Han et al. [18] proposed an irreversible cohesive zone model based on cohesive zone model to 
simulate delamination wear in a coating system. The proposed modelling approach had the advantage that 
details of the delamination wear process can numerically be studied, and that a unified framework from 
delamination initiation and propagation was provided. Based on this model, the influence of displacement 
amplitude, normal load and hardness on sliding wear were studied and the wear rate obtained had good 
agreement with the Archard model. However the main difficulty of this model is obtaining the exact values of 
parameters used in this model by experiments, such as cohesive strength, cohesive length and cohesive 
energy. 

Fillot and co-authors [19] presented an analytical wear model based on particle detachment mechanism and 
mass equilibrium. They used the mass equilibrium equation to link the detachment and ejection of debris 
based on third body concept to investigate the process of wear. In article [20], the same author presented a 
numerical model based on the same idea, i.e. detachment of particles and flow of debris. Instead of FEM, the 
discrete element method was employed since FEM was not yet suitable to model the detachment and 
movement of the discontinuous particles. In this paper, authors studied the role played by adhesion in wear, 
and found that if the particle adhesion was less, the detached particles ejected the interface easily, which 
brought more wear, while wear was reduced when the particle adhesion increased since the flow of detached 
and ejected particles decreased during the process, as shown in Fig. 2 (a) and (b), respectively. 

    

 

Fig. 2 The contact interface when a stable layer of third body is obtain.  

 (a) the particles are not adhesive, (b) the particles are highly adhesive [20]  

3.2 Fretting wear modelling with debris 
Due to the critical impact of debris in fretting wear process, some researchers developed models of debris in 
fretting wear. Elleuch and Fouvry found [21] that the debris ejection controlled fretting wear and developed a 
debris flow chart approach, shown in Fig. 3, which illustrated that the total wear kinetics could be described 
as a function of debris generation and ejection rates. And by increasing the sliding amplitude, the flow of 
debris trapped in the interface increased, which meant that the debris flow velocity should have a relation 
with the applied displacement amplitude. 

Based on the FE tools of fretting wear presented by McColl in [22], researchers of this group revised this 
model to simulate the debris as a layer structure accumulated on the contact surface [23] in 2007. In Fig. 4, 
two contact interfaces exist in this model. In the interface between bottom of debris and 78  the contact 
constraint was assumed rigid connection, while for the interface between 7� and 79 the basic Coulomb friction 
model was applied for the contact property. During simulation of fretting wear, the evolution behaviour of 
debris, such as thickness and width, and the normal movement of debris layer was investigated. This 
simulation tool predicted debris effects on wear damage by redistributing the contact pressure and relative 
slip between contact surfaces based on Archard wear model and Hill’s yield model.  

 

(a) (b) 
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Fig. 3 The debris flow chart approach of wear kinetics under gross slip fretting wear conditions [21] 

 

Fig. 4 The simplified fretting wear contact model with a debris layer, G8 and G�: the contacting bodies, G9: 
debris, G98: loose debris layer and G9�: compacted debris layer. 78: top surface of G8, 7�: bottom surface of 

G�, 79: top surface of debris, 7H: boundary between G98 and G9� [23] 

Two years later, the authors presented a multi-scale modelling method for fretting wear simulation [24]. The 
macro model is wear simulation based on Archard wear model, and the micro model is asperity contact model 
based on the roughness characteristics, shown in Fig. 5. I is the wavelength of the asperity spacing which is 
estimated by the roughness information of the contacting surfaces. �JKL is the instantaneous thickness of the 
debris layer. Both normal load MJKL and displacement with amplitude I/� were applied to the micro model. 
Micro model was used to determine the local plastic deformation under debris layer and furthermore to gain 
the insightful understanding of fretting wear mechanics. Though some assumptions were made, i.e. a) 
asperities were distributed uniformly, b) asperities were spherical with uniform radius which were determined 
by the roughness information, and c) asperities were rigid, this multi-scale model successfully predicted the 
fretting wear simulation with evolution of interface between debris and substrate, which is closer to the 
realistic situation.  

 

   

   

  

  

  

 

Fig. 5 The asperity model used in [24] 

In 2011, Basseville et al. [25] presented a fretting wear model which explicitly included the rectangular 
particles of fixed number as the third body, shown as Fig. 6. The wear model for both substrate and particles 
was from dissipated energy method, and the link between substrate and particles was based on the 
conservation of matter, i.e. the amount of matter lost due to wear was added to the debris. Though authors 
simplified fretting wear process for this model, such as neglecting the oxidation, choosing the fixed number 
of particles, the simulation showed that debris may be trapped in the contact interface in partial slip condition 
while they ejected from the interface when gross sliding or mixed slip occurred, which provide debris 
movement information of fretting wear from physical aspect.    
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Fig. 6 Schematic of the fretting wear model applied in [25] 

More recently, Benjamin D. Leonard et al. [26] developed a fretting wear modelling with the effect of the third 
body by the combined finite-discrete element method. In this model, FEM was employed for the calculation 
of substrate bodies, while the debris and contact interactions between debris and substrates was simulated 
by the discrete element method. In this article they presented two models, i.e. a) the flow of the third body 
between flat rigid plates for analysing the viscous properties, b) a worn Hertzian contact due to partial slip 
with third body for studying contact variables of the interfaces. Though the third body of this model was just 
imported in the worn surface but without attending the process of fretting wear, by modelling of contact 
between substrates, contact between substrate and the debris, and contact between debris particles 
themselves. This model studied influence of wear particles on the stress distribution in the contact surface 
from particle shapes, number of cycles, etc. aspects.  

4 CONCLUSIONS 

Debris of wear, especially of fretting wear, plays various role in the wear process. By experiments, it is found 
that debris can reduce the damage of fretting wear or bring aggravation. Several wear mechanisms could 
exist in fretting wear process according to different tribo-systems, loading conditions, or the surrounding 
conditions. Given to the importance and complexity of debris, researchers also applied numerical modelling 
method, i.e. analytical method, FEM, multi-scale techniques and finite-discrete method, to predict the 
movement of debris in wear or fretting wear. Though a significant progress has been achieved in modelling 
the debris in wear process, improvement would be realised in the mechanical property definition of debris, 
the contact property between debris and substrate, modelling the evolution behaviour of debris etc. in the 
future.  
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Abstract: Elastoplastic constitutive modelling is an effective tool in the design of ceramic pieces exposed 
to a high temperature environment, such as that typical of liquid steel technologies. In this situation 
ceramics exhibit inelastic deformation and strongly nonlinear mechanical behaviour, which are shown to be 
correctly represented within a proposed elastoplastic constitutive framework. A mechanical model is 
proposed, calibrated on a specifically designed experimental protocol, and validated through numerical 
simulations compared with the mechanical behaviour of ceramic structural elements. 

Keywords: Ceramics; High temperature; Elastoplasticity; Thermoplasticity 

1 INTRODUCTION  

Ceramics are usually considered brittle materials evidencing only traces of inelastic deformation prior to 
failure, so that elastoplastic modelling has not been developed for these materials. However, even for these 
materials there are situations in which inelastic strain strongly determines the mechanical behaviour. One of 
these situations is when a ceramic powder is compacted to obtain a green piece, a context where coupled 
elastoplastic modelling has been shown to represent the key to engineering modelling and design [1]-[3]. 
Another important situation is when a ceramic structural element is exposed to a high temperature 
environment, as is the case of the liquid steel technology. Indeed in metal casting, refractories are used in 
ladle/tundish slide gate systems, and for nozzles, moulds, and tubes (Fig. 1), so that their mechanical 
performances at high temperature have to be optimized to improve safety, as well as thermal efficiency. 

 

  

Fig. 1 Left: a subentry nozzle in working conditions, at 1500 °C. Right: the same piece after use. 
 

 

Thermoelastoplasticity is the reference framework for this modelling, since inelastic deformation cannot be 
neglected at high temperature (see Fig. 2, where samples are shown after a four-point bending test at 
different values of temperature). 
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Fig. 2 Ceramic samples after four point bending test at high temperature. Sample n. 1 is undeformed, while 
samples 2, 3, and 4 have been deformed at controlled displacement at a temperature of 20 °C, 200 °C, and 

800 °C, respectively, until the load was decreased to 95% of the value reached at the peak. Permanent 
deformation is visible at naked eye. 

 

2 CONCLUSIONS 

An inelastic mechanical model has been developed for the high-temperature response of refractories to be 
employed in the liquid steel technology. The model is based on experimental evidence and allows a rational 
design of pieces to be optimized to satisfy strict safety requirements. 
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Abstract: This paper presents the cycle counting characterization in assessing fatigue damage using the 
stress-strain-damage distribution. The objective of this study is to computationally assess the fatigue 
damage by synthetically generating the random loading sequence using the stochastic process. For this 
objective, the cycle counting characterization was reviewed by transforming the time series sequence to the 
cycle by cycle definition with consideration of the local maxima and minimum values. The strain-life (ε-N) 
method was suggested to model and quantify the effects of the various mean stress correction factor 
models on fatigue behaviour of the material for low cycle fatigue. Then, the statistical comparison for the 
fatigue behaviour was performed to verify the accuracy of the calculated stochastic algorithm against the 
ductile cast iron Grade ASTM 100-70-03 results. The computational algorithm provides an accurate and 
efficient prediction of the fatigue damage assessment when compared with the experimental methods. 

Keywords: fatigue assessment; cycle counting; Markov Chain; mean stress correction factor; crankshaft. 

1 INTRODUCTION  

The fatigue failure of components and structures are considered to be stochastic in nature because of the 
uncertainties arising from the randomness in the structural materials and the applied loads that lead 
towards the failure of the component. The fatigue damage for the mechanical components is unavoidable 
even though it is designed to last a lifetime with a significant safety limit, as mentioned by Sander et al. [1].  
Likewise, the fatigue failure of the mechanical component is due to the service loading experienced by the 
component and it is categorized as a non-deterministic failure. Besides that, a major concern of fatigue 
failure in the automotive industry is the damage of the crankshaft where fatigue failure occurring on the 
crankshaft will lead towards severe failure of the engine block and its connecting subcomponents as shown 
by Jung et al. [2] in his review. Likewise, Ktari et al. [3] illustrated that the fatigue damage occurs from the 
high cycle and low stress of bending and torsion loads that act on the component. By understanding the 
physics of failure for the component, the fatigue damage can be analysed although components or 
structures that are subjected to stresses less than yield, do not experience plastic deformation and have 
relatively long lives. 

Therefore the local stress–strain approach considering both low-cycle fatigue and high energy impact loads 
using the mean stress correction factor for fatigue damage assessment was suggested by Hongxia et al. 
[4]. Likewise, with the presence of a non-zero normal stress would influence the fatigue behaviour of the 
materials, where the mean stress levels are relatively low compared to the cyclic yield stress. Moreover, the 
mean stresses can significantly increase or decrease the life of a component or structure which includes 
the crack initiation as well as the crack propagation in fatigue loading in assessing fatigue damage, and the 
selection of an appropriate model should be based on comparisons of the test data from the experimental 
analysis of the fatigue failure in understanding the damage assessment of a component as illustrated by 
Borodii et al. [5]. Hence, the presence of a mean stress correction influences the fatigue behaviour of the 
material. Therefore, the damage assessment under service loading is calculated using the total strain 
characterization where the load cycle is obtained from the cycle counting characterization. Hence, to model 
the fatigue damage analysis during its life cycle, the stochastic process is suggested by Rychlik [6] through 
the pairing of the local minima and local maxima to obtain the equivalent load cycles. 

Hence, the purpose of this paper is to assess fatigue damage of the automobile crankshaft using the 
stress-strain-damage distribution by synthetically generating the service loading through the stochastic 
process. In many studies performed before this, it was seen that the fatigue failure of the crankshaft is 
generally due to the service loading experienced by the component and is generally categorized as a 
deterministic failure. However, in this study, the authors aim to assess the fatigue damage though the 
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stochastic process under a random loading sequence whereby this process has the capability of assessing 
the stress-strain-damage based on the structural integrity of the component. Furthermore, the mean stress 
correction factor is considered in this paper because the fatigue behaviour of the material is influenced by 
the non-zero mean normal stress. More poignantly, the stress-strain-damage approach using the mean 
stress correction factor is a more effective method in predicting the fatigue damage where it provides an 
understanding of the durability of the crankshaft. 

2 METHODOLOGY 

The suggested framework this paper proposes is the development of a damage assessment algorithm for 
the automobile crankshaft during its life cycle using the cycle counting characterization through the mean 
stress correction models as shown in Fig. 1. The proposed framework uses the Markov Chain as a 
stochastic process to illustrate the physics of failure for the component in the stated condition, where in 
general the combination of the states will lead towards the failure of the crankshaft.  

 

 

 

 

Fig. 1 Schematic algorithm development for damage analysis using stochastic process 
 

The physics of failure of the crankshaft is mathematically modelled through a Discrete Markov 
Chain using the mean stress correction method by defining the failure state condition during its life 
cycle with the understanding that the current state condition is independent of the past state 
condition as shown in Eq. 1. 

  

 (1) 

where ,n+1 with i and j as the state transitions. 

Hence, the discrete Markov Chain is expressed as a generalized term, with the introduction of the 
probability vector µ to avoid confusion over the failure state condition that occurs on the 
crankshaft as shown in Eq. 2. 

 (2) 

where a and b represent the probability of each state condition over a given period of n. 

From the generalized term of Eq. 2, the service loading acting on the crankshaft is generated and counted 
using the cycle counting characterization to convert the time series to a cycle counting series.  This is done 
by reaching the same level of the local minima and maxima with a small downward or upward excursion by 
moving forward or backward for each cycle with a minimum less than i and a maximum greater than j 
providing a rise of the interval [i,j] as shown in Eq. 3. Therefore, the main idea is to model the fatigue 
damage using a concept of linear damage accumulation based on the subjected cyclic loading as shown in 
Eq. 4. 

 (3) 
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  (4) 

Hence, the damage parameter is calculated using the total strain based on the load cycle obtained from the 
cycle analysis using the Ramberg-Osgood equation as shown in Eq. 5 to calculate the strain based fatigue 
through the mean stress correction models of Coffin Manson and Morrow and of Smith, Watson and Topper 
as shown from Eq. 6 to Eq.8.  This is to quantify the effects of the mean stresses on the fatigue behaviour 
of the crankshaft and to determine the suitable mean stress model to represent the fatigue damage for the 
component.  

 (5) 

 (6) 

 (7) 

 (8) 

where b = fatigue strength exponent, c = fatigue ductility exponent, σ’f = fatigue strength coefficient, ε’f = 
fatigue ductility coefficient, and Nf = cycle life. 

3 RESULTS AND DISCUSSION 

The cycle counting characterization required a variable load sequence for the strain based fatigue analysis, 
where the variable load sequence was obtained through the proposed Discrete Markov Chain model.  This 
is because of the variable amplitude loading fatigue test consisting of the complete load cycles would take 
several years considering its specimen size as mentioned by Bisping et al. [7]. Therefore, in assessing the 
fatigue damage based on the strain signals, the load has been transformed into the strain domain using the 
Ramberg-Osgood equation as shown in Eq. 5 which provides a more feasible cycle by cycle analysis with 
consideration of the material properties for the crankshaft as shown in Fig. 2. 

 

Fig. 2  Markov Chain loading signal converted to strain signal using Ramberg-Osgood Equation 

The damage assessment obtained from the cycle counting characterization is compared against the 
experimental fatigue data that that was performed by Tartaglia [8] for the ductile cast iron Grade ASTM 
100-70-03. The accuracy of the stochastic algorithm was performed under a 95% confidence level in order 
to observe the prediction accuracy of the developed stochastic algorithm as shown in Fig. 3. The figures 
illustrate the relationship of strain and fatigue life where the higher the strain the higher the damage 
occurrence at a lower cycle life for the material. This is because of the presence of the oil seal on the 
journal of the crankshaft which indicates that the oil seal acts as a notch resulting in cyclic plastic 
deformation. Even though there are minimal differences between the mean stress correction factor models, 
the SWT model is the most suitable model to be used in fatigue damage assessments because the SWT 
models fatigue damage when the maximum tensile stress becomes a positive maximum tensile stress. 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

238 

 

 

 

 

Fig. 3 Statistical analysis of the stochastic process in damage assessment (a) Stress-Damage plot 
(b) Strain-Damage plot 

 

The damage assessment is for the durability of the crankshaft during its life cycle, where it provides an 
influential understanding of fatigue behaviour of the material. The failure due to the fatigue damage was 
assessed to be at the highest for the crankshaft at RPM3500 during its operating condition. An illustration of 
the damage assessment of the crankshaft that is calculated by the inversion of the linear damage 
accumulation through the cycle counting characterization as mentioned earlier is shown in Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4  Damage assessment of the crankshaft at RPM 3500 

 

The damage assessment using the mean stress correction method as shown in Fig. 5 illustrates the 
surface contour plot for the damage assessment by considering the mapping of the stress-strain plane. The 
graphical illustration indicates that the elastic-plastic strain is dominant with regards to the damage 
assessment of the crankshaft when the mean stress life is relatively low and the behaviour of the fatigue is 
in a long-life regime due to the cyclic loading occurring on the component. This is observed through the 

(a) (b) 
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yield strength and the ultimate tensile strength values of the ductile cast iron Grade ASTM 100-70-03 
obtained from the strain life fatigue database. It is known that the failure of this component will lead to a 
significant damage in the engine itself and to the other connecting subcomponents. This provides adequate 
information regarding the effects of stress-strain-damage during the loading sequence which in turn could 
be used for the durability analysis of the structure. 

 

 

Fig. 5  The stress-strain-damage distribution plot (a) Stress-strain-damage plot; (b) Damage-strain 
mapping using SWT mean stress correction factor 

4 CONCLUSION 

In this paper, the assessment for the fatigue damage using a strain based analysis is presented through the 
cycle counting distribution. The developed failure probability criterion is used to model the mechanisms and 
physics of the failure the crankshaft through the failure state condition using the Discrete Markov Chain . 
Likewise, the Discrete Markov Chain is used to model the failure in terms of the state condition for the 
crankshaft through the cycle counting characterization by synthetically generating random loads. Hence, 
the loading sequence obtained from the synthetically generating random loads was converted to the local 
strains using the Ramberg-Osgood method in order to assess the fatigue damage through the life cycle 
calculation using the cycle counting characterization. It this study, the damage assessment calculated from 
the cycle counting characterization is compared against the experimental analysis data as mentioned 
earlier for the ductile cast iron Grade ASTM 100-70-03 with consideration of the mean stress correction 
models.  The proposed stochastic algorithm for the Markov Chain model showed a high accuracy where the 
predicted fatigue damage was within the given 95% confidence level of the material. Therefore, the authors 
propose the use of the Smith, Watson and Topper (SWT) mean stress correction method to model the 
fatigue damage assessment of the crankshaft for this study. This is because the SWT was selected to 
model fatigue damage when the maximum tensile stress becomes a positive maximum tensile stress. The 
SWT has been successfully applied to grey cast iron as this is the equivalent material used for the 
crankshaft. The SWT is suitable in describing the fatigue damage of the automotive components though the 
mean stress model under a low cycle fatigue damage. 
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Abstract: Accumulation of fatigue damage is difficult to assess in components and structures under biaxial 
loading. Although several types of effective non-destructive methods have been developed, various factor 
interferences restrict their implementation. In the present study, biaxial fatigue damage was diagnosed and 
evaluated on medium carbon steel through metal magnetic memory method. This method has been adopted 
for early detection of flaws and considered as an accessible and accurate technique for ferromagnetic 
materials. Testing was performed under different levels of stress loading to study the trend of fatigued 
magnetic memory signals. Analysis of the magnetic memory signal showed that the internal magnetic field 
changes with the appearance of fatigue cracks. Hence, fluctuations in the magnetic signal increase with 
initiation of the cracks.  

Keywords: biaxial fatigue; ferromagnetic materials; magnetic signal; metal magnetic method; non-
destructive test 

1 INTRODUCTION 

Engineering applications of various structural materials involve various operating conditions. Most critical 
automotive components are subjected to repetitive and complex loading. Fatigue failure under multi-axial 
loading is a complex phenomenon that occurs when more than one principal stresses act on the critical plane. 
The most common approach for dealing with multi-axial loading is transformation with von Mises yield 
criterion. The static values of the principal stress are replaced by amplitudes, and yield strength is replaced 
by uniaxial fatigue strength. The correlation among these parameters was established by Jordan and Garud 
[1] for multi-axial data under proportional loading. Ellyin and Golos [2] proposed that the durability of 
components should be characterized by the amount of energy that a material can absorb, but this approach 
has been criticized by few researchers. Brown and Miller [3] suggested the use of multi-axial data analysis in 
the critical plane to explain fatigue behavior. In this concept, fracture parameters are defined as the 
combination of the maximum shear strain (or stress) and the normal strain (or stress) on the plane.   

In consideration of these studies, several safety assessments during service inspection in multi-axial systems 
have been applied in non-destructive tests to comply with the developing technology. Metal magnetic memory 
(MMM) testing was proposed by Russian researchers in the late 1990s; this unique and non-destructive tool 
utilizes the self-magnetic leakage field, which occurs in the zones of stable dislocation slip bands caused by 
the working load effect. MMM method is used to monitor fatigue damage because of its capacity for early 
diagnosis of harmful ferromagnetic pieces and parts, which is important for precise characterization of stress 
concentration. Nevertheless, the magnetic sensing signal is very weak and influenced by noise, interference, 
and undesired ambient magnetic signals [4]. Thus, data filtering techniques are applied to extract complicated 
signals into several easy features and remove erroneous data. For processing of non-stationary signals, 
discrete wavelet transform (DWT) provides satisfactory performance and outstanding results. The formula is 
based on recurrence relationship and used to generate progressively finer discrete samplings of an implicate 
mother wavelet function; this function was discovered by Daubechies [5] in a family of wavelet transform.     

Wavelet denoising approach is widely used in noise and vibration research but rarely applied in fatigue 
modeling, particularly in time-series analysis. In this research, magnetic flux leakage signals were processed 
to define defects attributed to biaxial fatigue loading. Ferromagnetic material was diagnosed through MMM 
testing. The denoising process of DWT was also performed to remove noise, as well as filter and eliminate 
outlier points in the MMM signal. The location of the stress concentration zone (SCZ) can be clearly detected 
at a certain level of implementation.  
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2 METHODOLOGY 

A specimen fabricated from medium carbon steel with a smooth surface (Fig. 1) was selected for the 
experiment because of its monotonic mechanical properties and applications in the automotive industry. The 
specimen was fabricated according to ASTM E-08, and its chemical composition as received included 0.42% 
C, 0.5% Mn, 0.025% S, 0.15% Si, and 0.025% P [6]. Tensile testing was then conducted at ambient 
temperature with a universal testing machine in compliance with ASTM E466. A cyclic biaxial fatigue 
experiment combined with tension–torsion loading was performed on a servohydraulic machine with a 
capacity of 25 kN (Fig. 2). During fatigue design, constant loading was applied for 50% and 90% from the 
equivalent von Mises stress to compare high and low loading values based on their finite life [7].  

The magnetic flux leakage signals were captured by a magnetic-based data logger apparatus (Fig. 3). During 
loading and unloading, the signals were recorded at logarithmic intervals in cycles of 10 and 20 and continued 
until the specimen was completely broken, as specified in ASTM E2207 [8]. Data recording arrangement is 
shown in Fig. 4. Thereafter, the captured signals were transmitted to the designated software package for 
further analysis. 

 

 

                        Fig. 1 Smooth medium carbon steel               Fig. 2 Servo hydraulic machine 

                  

                          Fig. 3 Metal magnetic memory                                Fig. 4 Signal recording 

2.1 Equivalent von Mises stress 
 
With the von Mises criterion, the axial and shear stresses can be combined to obtain the equivalent stress 
amplitude. The applied tension load and torque were also combined to obtain the equivalent stress (��), which 
was calculated with Eq. 1. 
 
 �� = √�� + 3��                                                                                                                           (1) 
 
where σ is maximum axial stress amplitude and �  is the maximum shear stress amplitude. The octahedral 
shear stress criterion (von Mises) is the most widely used equivalent criterion for multi-axial fatigue of a ductile 
material.   
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2.2 Signal filtering 
 

Mechanical signals in real applications can be classified into stationary and non-stationary. The statistical 
property value that remains constant with time is the stationary signal, and the statistical parameter value is 
dependent on time [10]. The randomness of the signals can be improved using signal processing methods 
to determine the pattern of signal data. DWT is used for filtering engineering signals and is defined in Eq. 2. 

 

	
��, �� = � ������
��
�

�

��
�∗���

��, � � ������                                                            (2) 

After the signal was transformed into the wavelet domain, the resulting wavelet filter coefficient must be 
modified to achieve the denoising effect. In this process, the class includes members ranging from highly 
localized to highly smooth; hence, some large coefficients were maintained and the others were reduced or 
even set to zero. The corrected signal was then inversely transformed back into the time domain. 

 

3 RESULTS AND DISCUSSION 

Tensile test was performed in our laboratory to determine the monotonic properties of the specimen. The 
ultimate tensile strength, modulus of elasticity, and yield strength are listed in Table 1. 

Table 1 Monotonic properties of medium carbon steel. 
 

Properties Value 
Ultimate tensile stress, σu 623 MPa 

Yield stress, σy 608 MPa 
Young modulus, E 220 GPa 

 
The original magnetic flux signals for 0.5�� and 0.9�� are transmitted as shown in Fig. 5. The magnetic signals 
for 805 and 887 MPa were analyzed according to DWT. The random pattern represents the self-
magnetization of the ferromagnetic structures, which act in the ambient fields. The parameter signal was 
captured where Hp(x) exhibits its peak field strength and Hp(y) changes its polarity around SCZs or 
macroscopic defects. Hence, Hp(x) is the magnetic flux leakage component parallel to the material surface 
and Hp(y) is the component perpendicular to the material surface given the coefficient of intensity K [11]. 
Magnetic field leakage was produced in the stress concentration position because of the irreversible changes 
in the magnetic domain orientation; these changes can be attributed to operating stress affected by the 
magnetic field. The K values were then plotted in graphs and reprocessed with DWT. 
 
 
 
 

 
 

 

 

 

 
 

(a)                                                                          (b) 
 

Fig. 5 Original magnetic flux signal for, (a) 0.5�� and (b) 0.9�� 
 

Figs. 6 and 7 illustrate DWT in a time-scale domain function. In the denoising procedure, the wavelet 
transform decomposed a signal, which overlaps in terms of time and frequency [12]. The signal was 
reconstructed from the mother signals to detect SCZ, which is the potential failure location of the specimen. 
The signals for 805 MPa decomposed until the fourth order of the wavelet transform, whereas those for 
887 MPa required the fifth order wavelet transform to show the location of failure. The signal decomposes 
into two parts, namely, approximations and details. These parameters reveal the interference that occurred 
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in the magnetic signal. Low-pass filters generated the approximation, and high-pass filters produced the 
details. The decomposition process is restricted to different resolutions to fulfill the rules of wavelet levels. 
When N = 2n, the n + 1 generated wavelet levels are deformed. Therefore, the largest gradient in the graph 
is approximately the value of K, which is the stress concentration location. The potential failure of the magnetic 
signals for 805 and 887 MPa occurred within 70–80 mm and 60–70 mm, respectively (Fig. 8). 
 
4 CONCLUSION 

In this research, magnetic flux leakage signals were processed using DWT. The results showed that 
decomposition can be applied for research on fatigue damage and is a suitable approach for smoothing the 
random pattern of the original magnetic flux signal. This process also removes the outliers captured in the 
raw signal from the MMM. Although the process includes removal and filtering at high amplitudes, the graph 
pattern on the SCZ (defect area) exhibits the highest changes in terms of the K values. The developed signal 
processing technique can also be implemented during the early stages to diagnose ferromagnetic fatigue 
failure, particularly during service life inspection. Hence, MMM method can be used to determine the possible 
locations of defects even if defect characteristics are not quantitatively defined. These wavelets can also be 
used to perform local analysis and thus can analyze a localized area of a large signal. 
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(a)                                                                                     (b) 
  

 
(c)                                                                                    (d) 

Fig. 6 Decomposition of DWTs for 805 MPa. (a) First order, (b) second order, (c) third order, and (d) fourth 
order wavelet transforms. 
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(a)                                                                              (b) 

(c)                                                                                  (d) 

 
 
          (e) 
 
 Fig. 7 Decomposition of DWTs for 887 MPa. (a) First order, (b) second order, (c) third order, (d) fourth order, 
and (e) fifth order wavelet transforms.  
 

 

(a)                                                                                (b) 
 
Fig. 8 Specimen failure location for (a) 805 and (b) 887 MPa.  
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Abstract: This paper focuses on the classification of the fatigue features extraction datasets associated 
with the measurement of Variable Amplitude Loadings (VAL) of strain signals from the coil springs of an 
automobile during road tests. The wavelet transform was used to extract high amplitude segments of the 
fatigue strain signals. The parameters of the kurtosis, wavelet-based energy coefficients, and fatigue 
damages were then calculated for every segment. All the parameters were used as an input for the 
classification analysis using Artificial Neural Networks (ANN). Using the back-propagation trained ANN, the 
corresponding fatigue damage level were classified. It was observed that the classification method was 
able to give more than 90% accuracy on the classifications based on the features that were extracted from 
the training and the validation datasets. 

Keywords: Artificial Neural Network, Classification, Fatigue features extraction, Segment, Wavelet 
Transform 

1 INTRODUCTION  

Durability deals with the material fatigue and it depends on three important parameters: design geometry, 
materials properties, and loading environment [1]. In the real world, vehicle components such as the coil 
spring in suspension systems are subjected to Variable Amplitude Loading (VAL) due to the unevenness of 
road surfaces. These loading histories often contain a large of percentage of low and high amplitude cycles, 
which contribute to the fatigue failure. In the design phase, the assessment of component durability needs 
to be considered. The experimental assessment is time consuming and expensive to perform [2]. Therefore, 
in several cases, the fatigue time histories that consisted of VALs were edited by removing the low 
amplitudes cycles in order to produce a well-represented and meaningful yet economical testing [3]. 
 
In fatigue research, especially for fatigue life assessment, many researchers developed techniques and 
tools, such as laboratory tests, data collection, and software, in order to identify and prevent fatigue damage 
[4]. Recently in fatigue research, not many works were done in finding the index category of the structure 
failures in automotive components especially for suspension systems. Most of the studies were in 
development of the safety index related to industrial structures such as marine structures, building 
structures and oil and the gas industry [5]. A possible method can be applied to the development of the 
index by employing clustering and classification approaches. The classifier has been extensively tested on 
larger data sets acquired from fatigue experiments. The Artificial Neural Network (ANN) has been widely 
researched during the last decades, resulting in vast amounts of network structure types [6]. 
 
Very few analysis methods have been developed in connection with the clustering and classification of 
fatigue data for detecting the levels of fatigue damage in automotive components. The objective of this 
study is to detect the different levels of fatigue damage based on road conditions by using the ANN 
classification. In general, high fatigue damage is represented by a lower level and higher fatigue damage is 
represented by a higher level in the classification results. Thus, the features extraction is classified using 
ANN algorithm and it is divided into several different levels of the fatigue damage. 
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2 THEORETICAL BACKGROUND 

2.1 Features Extraction 

Features extraction is the process of creating a representation or transformation from the original strain 
signal data. Generally, there are several approaches used in signal processing to describe or determine the 
information of the signal. In this study, three types of analysis have been chosen in order to extract and 
select the features, i.e. global signal statistical analysis, Wavelet Transform and fatigue damage calculation. 

2.2 Signal Peakedness Indication of the Data 

A time series contains a set of information for the variable that was taken at equally spaced intervals of 
time. Kurtosis is the 4th order of statistical moment in the global statistical approach. Kurtosis is very 
sensitive to the spike of the data or signal. Kurtosis is commonly used to measure non-gaussianity for the 
detection of fault symptoms because of its sensitivity to the spike or outlier signals among the 
instantaneous values. 

 
                                                                                                                      (1) 

 
In some definitions of the kurtosis, a deduction of 3.0 is added to the definition in order to maintain the 
kurtosis of the Gaussian distribution to be equal to zero. Therefore, a kurtosis value of higher than 3.0 
indicates the presence of more extreme values than that which should be found in a Gaussian distribution. 
The increase of fatigue damage across all frequencies with the increased kurtosis levels causes faster 
component failure. 

2.3 Wavelet Transform Analysis 

A wavelet transform can be classified as either a Continuous Wavelet Transform (CWT) or a Discrete 
Wavelet Transform (DWT) depending on the discretisation of the scale parameter of the analysing wavelet. 
Orthogonal wavelet transforms are normally applied for the compression and feature selection of signals. 
DWT is derived from discrete CWT, and it is shown as the following expression: 
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Where a and b are the scale factors and Ψ is the mother wavelet. The Wavelet-based energy coefficient 
enables the detection of fatigue damage significantly before the component is exposed to fatigue failure 

2.4 Fatigue Strain-Life approach 

In the automotive industry, the components imposed under service loadings are commonly evaluated using 
the strain-life approach. The strain-life approach consists of converting the loading history, geometry and 
material properties input into a fatigue life prediction. Nowadays, Coffin-Manson, Morrow, and Smith 
Watson Topper (SWT) are the most famous approaches in strain-life analysis for life assessments. The 
Coffin-Manson strain-life model is mathematically defined as: 

                                                                                                                                                                                                                         
                                                                                                       (3) 

 
Where aε  is the total strain amplitude, σ’f is the fatigue ductility coefficient, c is the fatigue ductility 
exponent, and E is the modulus of elasticity. Nevertheless, the Coffin-Manson relationship only considers 
the damage calculation at zero mean stress. The damage parameters are usually developed to consider 
the mean stress effects on fatigue behaviour, such as the Morrow and Smith-Watson-Topper (SWT) 
models. The Morrow strain-life model is mathematically defined as: 

 
                                                                                                                                                               (4) 
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The strain-life approach is often applied in the analysis of ductile materials with the low fatigue life and for 
materials with some plasticity at high fatigue life. Therefore, this approach is a general method that can be 
used as a replacement for the stress-life approach.  

3 METHODOLOGIES 

3.1 Vehicle Road Test  

The fatigue strain signal from various road surface conditions is important for fatigue analysis especially for 
automotive components. The reason for performing the VAL testing is to extract the information of fatigue 
strain signals under complex loadings based on rough rural road conditions. Therefore, to extract the 
fatigue features of the VAL, there is a need to conduct actual road tests. The VAL testing procedure is 
shown in Figure 1. The strain gauge is attached at the critical region of the coil spring during the service 
loading. This is to ensure the strain signal is accurate; the attachment point was polished to a mirror 
reflection. Then, the strain gauge was connected to the data acquisition and computer for signal 
measurement and monitoring. A sampling rate of 500 Hz was considered so that the essential components 
of the signal were not lost during measurement. 

 

 
Fig. 1 A diagrammatic process flow for fatigue strain signal collection 

3.2  Fatigue Data Extraction and Features Extraction  

Data segmentation of the processes divides the data into certain sections or segments after the extraction 
process, using a wavelet transform analysis. The obtained strain signals from the data were analysed with 
the wavelet coefficient plot using the time-scale representation. The wavelet coefficient is associated with 
the energy coefficient plot for the input values in the fatigue data extraction. The segment extraction was 
done using the wavelet transform analysis in order to divide the data into segments after the low amplitude 
was removed. The features extraction for every segment was analysed and calculated the Kurtosis, 
wavelet-based energy coefficient and fatigue damage. All the values of these parameters were then 
normalised and served as the input in the classification process. 

3.3 Classification of Features Extraction Using Artificial Neural Network 

Classification is an application of machine learning; which is creates the classifier based on observing the 
examples and supervised learning. The artificial neural network is a huge class of similar processing 
structures that are useful in specific categories of complex problems. The Multi Layered Perceptron (MLP) 
with back-propagation for training was used in the classification. The ANN has a number of neurons that 
are connected by weight links that pass the signals from one neuron to another neuron. 

Attach the strain gauge at coil spring Connect the strain gauge with data 
acquisition and computer 

Drive the car on the road 
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Figure 2 shows a schematic diagram of a simple perceptron with 3 input nodes, 5 output node, and a 
hidden layer. Back propagation, which is the one of the famous training algorithm for MLP, is a gradient 
descent technique to minimize the errors for a particular training pattern. The back propagation 
trainingalgorithm has some drawbacks, but this method was used because it is simple and reliable. 

 

 
Fig. 2 A simple perceptron with 3 input nodes, 5 output node, and a hidden layer. 

 
For the ANN classification, the input layers have 3 nodes comprising of the features consisting of kurtosis, 
wavelet-based energy, and fatigue damage that were extracted from the high amplitude segments of the 
strain signal. An algorithm with momentum is used to train the neural networks during the training process. 
A selection of the number of epochs is provided prior to training which the training is expected to converge.  
The outputs are then compared to what they should actually be, and the error is factored into adjusting the 
condition criteria that future inputs need to meet. The output layers have 5 nodes denoting the different 
classes of fatigue damage. Each node gives the level of the classification. The lower class represents lower 
fatigue damage and the higher class represents higher fatigue damage. The verification is initiated during 
training by comparing the predicted output with different datasets of strain signals. Once the verification is 
matched, then the classification is verified.     

4  RESULTS AND DISCUSSION 

The Examples of VAL strain signals from the road test are shown in Figure 3. Figure 3(a) represents the 
data from SAESUS [7] and Figure 4(b) from the rough rural area. SAESUS is used to validate the 
measurement data. Basically, the road test consists of rough rural road in order to classify the fatigue 
damage. For this overall VAL strain signal, the SAESUS data created the highest range of strain amplitude 
values compared to rough rural road. This may due to the numerous potholes on the road and the rough 
road surface. For the rough rural road, the range of amplitude values of the strain generated was much 
smaller than SAESUS as this road was mostly of good surface compared to SAESUS. 
 

 
 

 
Fig. 3 Strain time history collected based on road conditions (a) SAESUS (b) Rough rural area road 

 
Statistical analysis is concerned with reducing a long time signal into a few numerical values that describe it 
behaviour. In order to find the spikiness of the data, the kurtosis values are calculated. The kurtosis value 
for SAESUS was found to be at 4.28 and for rough rural area at 3.07. Based on these results, these two 
data are non-stationary because a kurtosis value of higher than 3.0 indicates the presence of more extreme 
values than that which should be found in a Gaussian distribution. The difference of the kurtosis value on 
the SAESUS data is higher than the rough rural road because the road surface represented a noisier and 
higher range of strain amplitude. 

Subsequently, the strain signal was used to conduct the damage analysis based on the fatigue strain-life 
model and wavelet transform analysis. Figures 4 (a) and (b) show the fatigue damage magnitude, damage 
distribution, cycle range and wavelet-based energy plots for the SAESUS and rough rural road data. Based 
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on the fatigue damage magnitude and distribution, the SAESUS data contributed higher fatigue damage, 
with damage values at 4.80 x 10-3 compared to the rough rural road data at 2.48 x 10-4.  

According to the Wavelet-based energy coefficient plots, a lower scale at higher frequency and small 
amplitude means that the cycles of the signal had a lower energy and gave a small or no fatigue damage 
potential. A large scale was indicative of low frequency, and higher amplitude indicates that the cycles had 
higher energy i.e. able to cause fatigue damage. Obviously, the lower frequency indicates a higher 
magnitude of distribution and the lower magnitude of distribution presents a higher frequency of events. 
The high amplitudes then were extracted into segments and the feature extraction was calculated for 
classification. The distribution of the features extraction data as shows in Figure 5. 

Figures 6 (a) and (b) show the plots of the ANN classification for the SAESUS and rough rural road 
datasets. The classifications for these two data have been done based on the generated level of 1 to 5. 
Table 1 shows the results for the classification of SAESUS and rough rural road. The SAESUS data 
consists of 21 samples with 98% accuracy and the rough rural road data consists of 25 samples with 96% 
accuracy. The validation is done by data from the SAESUS as a SAE standard data.  

 
Fig. 4 The damage magnitude and Wavelet-based energy coefficient (a) SAESUS, (b) rough rural road 

 
Based on the plots, the data for SAESUS is scattered at all level from level 1 to level 5. Meanwhile, the data 
for rough rural road was only scattered at level 1 to level 2. According to their classification, it can be 
suggested that SAESUS contributed higher fatigue damage compared to the rough rural road and was 
more inclined to the fatigue failure. This is due to the VAL strain signal, whereby the SAESUS data created 
the highest range of strain amplitude compared to the rough rural road. This is because of the numerous 
potholes on the road and the rough road surface. For the rough rural road, the range of the strain amplitude 
values generated was much smaller than SAESUS because this road was mostly of good surface 
conditions compared to SAESUS as shows in Figure 4.  

(b) 

(a) 



 

International Journal of Fracture Fatigue and Wear, Volume 3 

252 

 

 
 

         Fig. 5 Plot of ANN classification (a) SAESUS, (b) Rough rural road 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

Fig. 6 Plot of ANN classification (a) SAESUS, (b) Rough rural road 
 

Table 1. Classification results for SAESUS and Rough rural road 
 

Data No. of 
Samples 

Training 
Samples 

Validation 
Samples 

Accuracy % 

SAESUS 21 16 5 98 
Rough Rural Road 24 21 5 96 

 
5  CONCLUSION 
 
The present study demonstrated that ANN can be used to classify the fatigue damage of coil springs. The 
classification can classify level of low fatigue damages to higher fatigue damages into five levels. Based on 
the classification, the level of fatigue damage for SAESUS and rough rural road datasets were determined. 
SAESUS data scattered all in five level compared to the rough rural road, which only had scattered data in 
level 1 and 2. It is suggested that the fatigue damage for SAESUS is more Highers compared to rough rural 
road. 
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Abstract: Even though lots of methods for detecting damage have been developed, early and global 
output-based damage detection still have difficulty. In this study, a global indicator is constructed for 
detecting the structural damage from a global aspect. And a simulated clamped-clamped steel beam is 
analyzed to check the applicability of the proposed approach. The results show the well performance of the 
proposed approach, and further investigation of experiment validation will be conducted. 

Keywords: Transmissibility; Damage detection; Structural health monitoring 

1 INTRODUCTION  

Structural health monitoring (SHM) has become a global trend since the damage problems in big structures 
like oil pipes, tall buildings and so on attracted a lot of attention from engineering field and research field as 
well. The damage detection problems in real engineering put forward the research in scientific field. 
However, in the beginning, damage detection is based on the measurement of real structures or 
experimented models. For the purpose of saving cost, numerical analysis has been raised and processed a 
booming development in the past decades for almost all engineering fields, for instance, joint analysis, 
crack propagation [1-2], and it has also been widely used in SHM, for instance, in [3], single side damage is 
simulated with three different finite element models – solid, shell, and beam model, and the beam modal 
analysis is conducted entirely with numerical analysis.  

In SHM, lots of different methods have been developed, from measurement aspect, oil penetrating based, 
magnetic based, impedance based, vibration based, ultrasonic, acoustic emission, and so on. With the 
development of high technology, X-ray, acoustic emission and other high technology integrated instruments 
like optical fibre have also been introduced to SHM. 

On the other hand, data analysis is another aspect, a large quantity of algorithms have also been 
developed like curve fitting, Poly-Max, Rational fractional Polynomial (RFP) and so on.  

However, the aforementioned algorithms are based on the excitation and response; and this restricted the 
application in large civil infrastructures like long-span bridges. Then, researchers tend to find some output 
based methods for SHM. Transmissibility is one of the pursuit results in this period.  

Transmissibility, due to its own characteristic depending on output data only [4, 5], gives the possibility in a 
better use in real engineering. And it has been developed for damage detection [6, 9], localization [11], and 
quantification [7, 8], and response reconstruction [10], and so on. But difficulty still exists as damage can be 
caused by a lot of changes, and environmental varieties will also add more hardship in real engineering.  

In this study, a new transmissibility based damage detection methodology is proposed with assuming that 
damage will change the structural stiffness, no matter the damage is caused by any form of damage. Later, 
transmissibility based damage detection procedure is constructed, and then a simulated beam is used for 
testing the proposed approach. 
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2 TRANSMISSIBILITY 

Considering a linear multiple-degree-of-freedom system, the dynamic equilibrium equation can be written 
by the well-known second order differential equation: 

 (1) 

Where M, C and K are the mass, damping and stiffness matrices of the system, respectively, f(t) is the 
input force vector, x(t) contains the responses of each degree-of-freedom of the system.  

Herein, for a harmonic applied force at a given coordinate, the transmissibility between point i and a 
reference point  j can be defined as  

( )
( , ) ( )

ω
ω= i

i

X
i j XT  

(2) 

where ( )iX ω  and ( )jX ω  are the complex amplitudes of the system responses ( )ix t  and ( )jx t , respectively, 

and ω  is the frequency. 

For calculating transmissibility, it might be calculated in some manners; amongst them to use the frequency 
response function (FRF) is one easy and convenient way in early damage detection analysis, 
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(3) 

where t  is the excitation point, and H  represents the FRF.  

From Equation (3), one can see that transmissibility can be estimated by ratio of two FRFs, and since FRF 
change can be used for detecting damage, logically speaking, transmissibility change might also be used 
for detecting damage.  

On the other hand, modal assurance criterion (MAC) might also be used to estimate the change of 
transmissibility before and after damage. Note that considering the imperfect of the response along the 
entire frequency domain, one might only choose one segment within the frequency band of interest. Then it 
might be expressed as:  
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(4) 

 
where ( , )

d
i jT  represents transmissibility under damaged condition, while ( , )

u
i jT  means the transmissibility 

under intact condition, ()T means transpose.  

For Equation (4) above, threshold should be set to each equation, while this depends on the engineering 
experience of each user. Note that the threshold will directly determine the predicting results of the 
structural damages. In this study, the value under intact condition is set as threshold. 

For detecting the structural damage, procedures can be set as follows: 

Step 1: To extract the structural dynamic response, Fourier transform is used to analyze the data in 
frequency domain with deriving the transmissibility; 

Step 2: To calculate the damage indicator with Equation (4); 

Step 3:  With the threshold set before, one might predict whether the structure is damaged or not. 

3 NUMERICAL STUDY 

For checking the feasibility of the aforementioned damage detection procedure, numerical analysis is 
carried out with a clamped-clamped steel beam shown in Fig. 1. And the physical properties are shown in 
Table 1. The beam is divided into 20 elements on average, and each element is named as shown in Fig. 1. 
Then the excitation is loaded at node nine (right boundary of element eight) with a unit impulse in frequency 
domain. And the beam is considered as Euler-Bernoulli beam with one dimension model. And a constant 
damping ratio of 0.2% is taken into account for simulating a slight damping. 
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Fig. 1 Numerical simulation with 50 elements 

 

Table 1 Beam properties  

Beam properties Value 

Young’s modulus (GPa) 210 

Poison’s ratio 0.3 

Density (Kg/m3) 7800 

Length (m) 1.0 

Width (m) 0.05 

Thickness (m) 0.006 

 

For examining the proposed damage detection procedure, various simulations are conducted and analysed 
by considering single damage in element three. Damage has been introduced with four levels, which are 
shown in Table 2.  

Note that in this study herein presented, the damage is introduced by stiffness reduction into the distinct 
element, where only the element will be influenced, in an attempt to simulate the structural damage in real 
engineering. Then, the vertical acceleration response of each node was derived and analysed.  

 

Table 2 Damage scenarios  

Scenario Value 

D0 Intact state 

D1 5% stiffness reduction 

D2 15% stiffness reduction 

D3 40% stiffness reduction 

 

4 RESULTS AND DISCUSSION 

In order to validate and illustrate the applicability of the proposed approach, the aforementioned damage 
detection procedure is conducted and the results are as follows: 

Fig. 2 and Fig. 3 show transmissibility T(15, 4) and T(11, 3) under D1-D3 along with intact condition D0, 
respectively.  

From the figures, one can find that:  

(i) The difference between D1, D2, D3 and D0 is clear in the entire frequency domain, which suggests 
that the transmissibility might be used to detect the damage. This can be also found in Fig. 3.  

(ii) The peaks and anti-peaks in Fig. 2 all move forward to the left part, this might suggest the structural 
resonant frequencies decrease as the damage enlarges. This can also be confirmed in Fig. 3 in 
part, however, one can find in Fig. 3 that one anti-peak does not move to the left part. This might be 
resulted from the chosen transmissibility. 
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Note that to choose a proper transmissibility for identifying structural damage is a key issue during the 
whole SHM process, while until now no exact rules have been drawn out, one need to choose according to 
his own experience. 

To summarize, using the transmissibility change, if the transmissibility is well chosen, it can successfully 
detect structural damage. 

 

Fig. 2 Transmissibility T(15, 4) under D1-D3 along with D0. 

 

 

Fig. 3 Transmissibility T(11, 3) under D1-D3 along with D0. 

 

Considering the MAC value defined in Equation (4), Table 3 shows the MAC calculated for each damage 
scenario.  

From the Table 3, it can be found that:   

(i) For all the cases, no matter how the frequency band is chosen, the MAC value can detect the 
damage, while if the frequency band is not well chosen, the difference might be little, like T(11,3) 
under frequency band [800, 1000] Hz.  

(ii) If the entire frequency band is used, then even small damage occurs, the MAC value will decrease 
a lot.  
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(iii) In both T (15, 4), T (11, 3), if the entire frequency band is used, the MAC value did not change 
monotonically in accordance to the damage severity.  

(iv) If the frequency band is well chosen, like T(15, 4) under [480, 500] Hz, T (11, 3) under [800, 1000] 
Hz, the MAC value can change monotonically in respect to the damage severity. 

Table 3 MAC value of each damage scenario  

Scenario 
MAC value for T (15, 4) MAC value for T (11, 3) 

[0, 2048] (Hz) [480, 500] (Hz) [0, 2048] (Hz) [800,1000] (Hz) 

D0 1.0000 1.0000 1.0000 1.0000 

D1 0.1604 0.9941 0.2349 0.9983 

D2 0.1428 0.9934 0.3403 0.9980 

D3 0.1471 0.9926 0.2751 0.9936 

 

For better understanding the performance of MAC value, Fig. 4 and Fig. 5 show the comparison between 
T(15, 4), T(11, 3) under the entire frequency band, and under each own well fitting frequency band, 
respectively. Herein, note that the fitting frequency band is a critical issue to choose, while it will determine 
the performance of the MAC result. 

From Fig. 4, it is clear that the MAC results did not hold a straight relation with the damage severity, while 
when damage happened, it changed a lot. And in Fig. 5, one can find that the MAC value decreased small 
as damage happened, however, one can find that the MAC value decreased monotonically in according to 
the damage severity. This suggests that if the frequency band is well chosen, the MAC value might used to 
assess the damage severity.  
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Fig. 4 MAC value of T(15,4), T(11, 3) under D1-D3 along  
with D0 with frequency band [0,2048] Hz. 
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Fig. 5 MAC value of T(15,4) [480, 500] Hz, T(11, 3) [800, 1000] Hz  
under D1-D3 along with D0. 
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5 CONCLUSIONS 

In this study, a new methodology for detecting damage in beam-like structures is proposed with a clear 
inference. Note that this proposed methodology is for Euler-Bernoulli beam-like structures. The numerical 
analysis results show the well performance in damage detecting, while if the frequency band is well chosen, 
it might also be used for assess the damage severity. Further investigation is needed in order to test the 
feasibility of the proposed methodology in noisy environmental experiment data. 
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Abstract: In order to improve reliability and performance of an automotive engine, fatigue design method 
based on fatigue mechanism of flak graphite cast iron was studied. Rotating bending fatigue test was 
carried out at room temperature. The fatigue test specimen was cut from an actual component of an 
automotive engine. Fatigue crack initiation and propagation behaviour were observed during the fatigue test 
by replication technique. Fatigue crack growth test was also carried out under four-point bending condition. 
Fatigue crack was initiated early stage of the total fatigue life at flake graphite. Fatigue crack passed 
through aggregative region of the flake graphite. Multiple cracking and coalescence of the cracks were also 
observed. Different values of threshold stress intensity factor for fatigue crack propagation were obtained in 
a small surface crack and a long through thickness crack. It was considered that the difference in fatigue 
crack growth curves between surface crack and through thickness crack might be due to three dimensional 
shape and distribution of flake graphite. Fatigue strength was well predicted by threshold stress intensity 
factor obtained in a small surface crack and the maximum graphite size assumed as defect size according 
to result of evaluation in graphite size with extreme value statistics. It is considered that fracture mechanics 
approach is an effective way for fatigue design of an engine component produced by flake cast ion. 

Keywords: Fatigue strength, Fatigue crack initiation, Fatigue crack propagation, Flake graphite cast ion 

1 INTRODUCTION  

Due to environmental problem and saving energy, higher performance is strongly required in an automotive 
engine. Therefore, development of new material and new structure is important, but certainly with high 
reliability. In order to improve reliability of the structure, fatigue design is one of the most important tasks. In 
case of conventional fatigue design method, reliability for fatigue is evaluated based on fatigue strength 
data such as S-N curve of the material used. On the other hand, material property and microstructure are 
not uniform in a component and is depending on the production process, for example cast material widely 
used in automotive component. In order to develop rational fatigue design method for an engine 
component, application of fracture mechanics was considered in the present study. Fatigue crack initiation 
and propagation behaviour was studied with a specimen cut from an engine component produced with flake 
graphite cast iron. Fatigue strength was evaluated based on fatigue mechanism observed in the present 
experiment. 

2 EXPERIMENTAL PROCEDURE 

Material used in the present study was flak graphite cast iron cut from an actual engine component. 
Microstructure and mechanical property of the material used are shown in Fig.1 and Table1. Flake graphite 
was observed in the substrate of pearlitic steel. According to classification of cast iron, the material is 
categorized as type I graphite cast iron that can be considered as a homogeneous material [1]. Geometry 

Tensile strength 

MPa 

Young's modulus 

GPa 

Vickers 

Hardness 

300 110 216 

 

Fig. 1 Microstructure of material used. 

Table 1 Mechanical property of material used. 
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of fatigue test specimen is shown in Fig.2 (a). Specimen surface was polished in loading direction to obtain 
mirror surface. Rotating bending fatigue test was carried out with frequency of 40 Hz in laboratory air. 
Fatigue crack initiation and propagation behaviour were observed by replication technique with interrupted 
fatigue test at stress amplitude of 120 and 130 MPa. Fatigue crack propagation test was also carried out in 
four-point bending condition with inner and outer span lengths of 10 and 30 mm, respectively. Geometry of 
specimen for fatigue crack growth test is shown in Fig.2 (b). A V-shape notch with depth of 3 mm was 
machined at the centre of the specimen. Fatigue pre-crack with length of 2 mm was introduced by applying 
cyclic loading with frequency of 20 Hz and stress ratio, R=0.1. Fatigue crack growth test was conducted 
with stress ratio, R=0.1 and frequency of 20 Hz at laboratory air. Threshold stress intensity factor was 
obtained with K-decreasing test. Crack length was measured by using a traveling microscope. Crack 
closure behaviour was also evaluated by elastic compliance method with measuring of strain ahead of 
crack tip by using a strain gage. 

3  RESULT AND DISCUSSION 

Result of the fatigue test is shown in Fig.3. S-N curve showed the knee around 106 cycles and fatigue 
strength at 107 cycles was 120 MPa as shown in the figure. Figure 4 shows observation of fatigue crack by 
replication technique at stress amplitude of 130 MPa. Fatigue cracks were initiated at flake graphite in 
plural positions. Relationship between crack length, 2a observed at the specimen surface and cycle ratio 
(N/Nf) is shown in Fig.5. Fatigue crack was initiated early stage of the total fatigue life, therefore it can be 
said that fatigue crack propagation life is dominant to the total fatigue life. During the fatigue test, 
interruption of crack propagation was observed in some cracks, however, those cracks were connected and 
propagate again to final failure in later stage of the total fatigue life as shown in Fig.5. Fracture surface of a 
specimen tested at stress amplitude of 130 MPa is shown in Fig.6. Roughness of fracture surface is large 
as not as fracture surface usually observed in metallic material. Graphite was observed in many places in 
the fracture surface. Figure 7 shows observation of specimen surface by replication technique during the 
fatigue test with applied stress amplitude of 120 MPa. Crack initiation was not observed at this stress level. 
According to the results shown in above, it is speculated that crack did not stop to propagate but 
continuously grown inside the specimen in case of applied stress amplitude of 130 MPa.  

Fatigue crack growth curves obtained for a surface crack in rotating bending condition (R=-1) and for a 
through thickness crack in four-point bending condition at stress ratio, R=0.1 are shown in Fig .8(a) and (b), 
respectively. Fatigue crack growth curves for a through thickness crack were arranged by stress intensity 
factor range, ∆K and the maximum stress intensity factor, Kmax and effective stress intensity factor range, 
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Fig.3 S-N diagram of flake cast iron. 

           (a) Rotating bending fatigue test                      (b) Four-point bending fatigue crack growth test 

Fig. 2 Geometries for specimens used (in mm). 

Fig. 3 S-N curve of flake graphite cast iron obtained by rotating bending fatigue test (R=-1). 
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∆Keff. Crack closure was observed in a through thickness crack as shown in the Fig. 8 (b). According to 
Fig.8 (a) and (b), crack growth curves for a surface crack and a through thickness crack show significant 
difference in lower stress intensity factor region. Threshold stress intensity factor for a surface crack shows 
lower value compared to that obtained for a through thickness crack even the effect of crack closure was 
taken into account. Yamabe et al. studied effect of crack length on threshold stress intensity factor range in 
spheroidal cast iron [2]. They also observed difference in threshold stress intensity factor range between 
small crack and long crack. However, effective threshold stress intensity factor ranges were almost the 
same regardless of crack length. It was considered that the difference in threshold stress intensity factor 
was mainly due to difference in crack closure effect in small and long crack. However, it was different from 
the present result as shown in Fig.8. Figure 9 shows fatigue crack growth path for through thickness crack 

 

200µm 
Loading direction 

Fig. 4 Observation of fatigue crack initiation and propagation behaviour of a specimen tested with stress 
amplitude of 130MPa in rotating bending fatigue test (Nf=1.14×106 cycles).  

Fig.5 Relationship between cycle ratio, N/Nf and crack length, 2a for surface cracks observed in rotating 
bending fatigue test. 

Fig. 6 Fracture surface observation of a specimen tested in rotating bending fatigue test (σa=130MPa, 
Nf=1.14×106 cycles). 

N/Nf=0             N/Nf=0.1         N/Nf=0.5            N/Nf=0.9 
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observed during the four-point bending test. Fatigue rack mainly propagated along the graphite. The study 
in detail is necessary, however, it is considered that significant difference in crack growth curve between a 
surface crack and a through thickness crack observed in the present study is due to effect of flake graphite. 
Flake graphite has complex shape and is distributed randomly in three dimensions ahead of crack. It could 
be difficult to uniformly propagate in all region of crack front in a through thickness crack. 

Fatigue crack initiation and propagation behaviour of the present material was strongly affected by flake 
graphite distributed inside the material. Iguchi et al. studied effect of geometry and distribution of graphite 
on strength of flake graphite cast iron [3]. According to the result, stress near the void for the one void 
model was difference from that for the plural voids model. Moreover, they proposed that threshold intensity 
factor, ∆Kth was evaluated by following equation. 

   ∆σ max(i) = ∆Kth

6.27 πamax

                                                                                                                      (1) 
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Fig. 9 Crack path observation of a through thickness crack tested in four-point bending test. 

         (a) Surface crack                                  (b) Through thickness crack 

Fig. 8 Fatigue crack growth curves. 

R=-1 R=0.1 

Loading direction 

          N=0 cycle                             N=5.0×106 cycles                   N＝1.0×107 cycles 
         Fig. 7 Observation of surface for a specimen survived for 107 cycles at stress amplitude of 120MPa
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 Where, amax is the maximum length of graphite and σmax(i) is fatigue limit. In the present study, The 
maximum graphite length, 2amax observed and the maximum threshold stress intensity factor, Kmax were 
210 µm and 18 MPam1/2. Therefore. σmax(i) was calculated 164 MPa according to equation (1) and was 
higher than fatigue strength obtained at 107 cycle in the present experiment. It may be due to difference in 
distribution of flake graphite. Correction factor for stress in equation (1) would not be 6.27 in the present 
materials. 

Figure 10 shows distribution of the maximum graphite size evaluated by using extreme value statistics. In 
the figure, root area parameter proposed by Y. Murakami was used as the size [4]. The evaluated area for 
the maximum graphite size was 393.9×10-3 mm2 and number of evaluation was 40. In case of surface 
crack, fatigue limit is predicted by equation (2) with the maximum size of graphite in √area parameter and 
threshold stress intensity factor.  

           σ = Kth

0.65 π area
                                                                                                      (2) 

Fatigue strength was calculated 131 MPa, where√area =175µm at cumulative frequency, F=99% and Kth=2 
MPam1/2 obtained with a surface crack. This value is the similar with fatigue strength obtained at 107 cycles 
as shown in the S-N curve in Fig.3.  

4 CONCLUSIONS 

Fatigue strength of flake graphite cast iron was evaluated by using a specimen cut from an actual engine 
component. Fatigue strength obtained at 107 cycles for the material used was 120MPa. Flake graphite 
significantly affected the initiation and the propagation behaviour. Multiple cracking was observed and those 
cracks were initiated at flake graphite. Fatigue crack mainly propagated along the graphite. Fatigue crack 
growth curves obtained for a surface crack and a through thickness crack showed significantly difference. It 
was considered that the difference in fatigue crack growth curves was induced by complex shape and 
distribution of flake graphite. Fatigue strength was well predicted by using threshold stress intensity factor 
obtained for a surface crack and the maximum graphite size arranged by √area parameter. 
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Abstract: In this paper, a simple and effective formulation based on isogeometric finite elements (IGA) for 
geometrically nonlinear analysis of FGM plates integrated with sensors and actuators is investigated. The 
nonlinear formulation is based on a generalized five-parameter displacement field of higher order shear 
deformation (HSDT) and the von Kármán strains, which includes thermo-piezoelectric effects. The electric 
potential of each piezoelectric layer is assumed linearly through the thickness of each piezoelectric layer. The 
material properties of FGM are assumed to vary through the thickness by the rule of mixture and the Mori–
Tanaka scheme. The accuracy and reliability of the proposed method is verified by comparing its numerical 
solutions with those of available other numerical results. 

Keywords: geometrically nonlinear, isogeometric analysis (IGA), functionally graded material plates (FGM), 
sensors and actuators.  

1 INTRODUCTION 

The integration of piezoelectric and FGM has many practical applications such as smart material systems, 
the medical, micro-electromechanical systems (MEMS) and aerospace industries [1], etc. Because of 
properties of thermo-electro-mechanical coupling, many methods have been proposed He et al. [2] developed 
a finite element model based on variational principle and linear piezoelectricity theory. The active control of 
FGM integrated with piezoelectric sensors and actuators was studied by Liew et al. [3]. The behaviour of a 
FGM piezoelectric plate in thermal environments using HSDT was investigated in Refs. [4,5]. Yang et al. [6] 
examined the nonlinear thermo-electro-mechanical bending response of piezoelectric FGM plates. The FE 
formulations based HSDT for nonlinear analysis of functionally graded piezoelectric plates were also reported 
in [7]. Recently, isogeometric analysis (IGA) of the piezoelectric composite plates using HSDT was studied 
by Ref. [8]. However, nonlinear transient analysis has not taken into account for their previous work. So far, 
there are few published materials related to geometrically nonlinear analysis using IGA for composite plates. 
Apparently, there are no study on nonlinear analysis based on isogeometric analysis using the generalized 
shear deformation theory for the piezoelectric FGM plates. So, this paper hence tries to fill this gap by using 
IGA based on the generalized shear deformation theory for geometrically nonlinear transient analysis of the 
piezoelectric FGM plates. The nonlinear formulation is based on a generalized higher order shear deformation 
(HSDT) and the von Kármán strains, which includes thermo-piezoelectric effects. The electric potential of 
each piezoelectric layer is assumed linearly through the thickness of each piezoelectric layer. The material 
properties of FGM are assumed to vary through the thickness by the rule of mixture and the Mori–Tanaka 
scheme. The accuracy and reliability of the proposed method is verified by comparing its numerical solutions 
with those of available other numerical results. 

2 THE GENERALIZED HSDT FOR SMART PIEZOELECTRIC PLATES 

2.1 The piezoelectric FGM model 
A sandwich plate shown in Figure 1a has the volume fraction of ceramic and metal phase across thickness 
as follows 
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where c and m refer to the ceramic and metal, respectively; 2 3[ , ]cz z z∈ and hc = z3 – z2 is thickness of core 

which are displayed in Figure 1b. The material constituents of piezoelectric FGM can be obtained as: 

 
 

(a) (b) 
Fig. 1 (a) Configuration of a piezoelectric FGM plate; (b) The sandwich plate with piezoelectric 

skins and FGM core 
 

The material properties including Young’s modulus (E), Poisson’s ratio (ν) and density (ρ) based on the 
mixture rule are defined by: 

where Pc, Pm represent the individual properties of material of ceramic and metal. To consider the interactions 
among the constituents, the Mori-Tanaka scheme is used in this paper.  

2.2 The generalized higher order shear deformation theory for 
piezoelectric FGM plates 
In the piezoelectric FGM plates, there are two field variables including a mechanical displacements field and 
an electrical field that need to be approximated. The mechanical displacements are approximated by the 
generalized higher order shear deformation theory and expressed as follows  

where u0, v0, βx, βy and w are displacement variables. The function f(z) is a continuous function through the 
plate thickness and chosen as ( ) arctan(2 / )f z h z h z= −  as in Thai et al. [9] 

For a bending plate, the Green’s strain vector can be presented by 
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The material behaviour of piezoelectric FGM is expressed as following [10] 
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where σ  and T[ε γ]ε =  are the stress and strain vectors, respectively; D is the dielectric displacement; e is 
the piezoelectric constant matrix and g denotes the dielectric constant matrix; E is the electric field vector that 
is defined as 

gradφ= −E  (7) 

in which φ  is the electric potential field; and c is the elasticity matrix and defined as 
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And the piezoelectric constant matrix e and the dielectric constant matrix g are defined  
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3 THE SMART PIEZOELECTRIC PLATE FORMULATION BASED ON NURBS BASIC FUNCTION 

Using Cox-de Boor algorithm, the univariate B-spline basis functions ( ),i pN ξ  are defined in Les Piegl and 

Wayne (1997) on the corresponding knot vector start with order p = 0  
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as p + 1 the basis functions are obtained from 
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To present exactly some conic sections, e.g., circles, cylinders, spheres, etc., non-uniform rational B-splines 
(NURBS) need to be used. Being different from B-spline, each control point of NURBS has an additional 
value called an individual weight 0Aζ > .  

And the B-spline function is recovered as the individual weight of control point is constant. 

3.1 Mechanical displacements 
The displacement field u of the plate using NURBS basic function is approximated as 
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T

I I I xI yI Iu v wβ β =  d is the vector of degrees of freedom associated with the control point I, and RI 

is the shape function as defined in Eq. (13). 
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3.2 Electric potential field 
The electric potential field of each piezoelectric layer is approximated through the thickness as 

    ( )i i iz φφ = R φ  (18) 

where i
φR  is the shape functions for the electric potential which is defined in Eq. (13) with p = 1, and iφ  is the 

vector containing the electric potentials at the top and bottom surfaces. 

The electric field E in Eq. (7) can be rewritten as [10] 

    i i i
φ φ= −∇ = −E R Bφ φ  (19) 

3.3 Governing equations of smart piezoelectric plates 
The governing equations for piezoelectric FGM plates can be written by  

 

(20) 

where   

 

(21) 

in which 0q  is a uniform load; [ ]0 0 0 0 ;IR=R  m is defined by 
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and  

            

(23) 

4 NUMERICAL EXAMPLES 

4.1 Free vibration analysis 
Consider a square Al2O3/Ti-6Al-4V plate (400mm × 400mm) with the thickness of the plate, h, is 5mm and 
thickness of each piezoelectric layer, h_pie, is 0.1mm. Figure 2 displays frequencies of the CCCC and SSSS 
plate. We can see that the frequencies of the present method match well with those of He et al. (2001) and 
those of the CCCC plate are larger than those of the SSSS plate. 
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4.2 Nonlinear analysis 

4.2.1 An orthotropic plate 
This example aims to verify the accuracy of the present method for geometrically nonlinear analysis. Consider 
a SSSS square plate subjected to a uniform loading of q0 = 1 MPa. Material properties and the geometry are 
given E1 = 525 GPa, E2 = 21 GPa, G12 = G23 = G13 = 10.5 GPa, ν = 0.25, ρ = 800 kg/m3, length L = 250 mm, 
thickness h = 5 mm. The normalized central deflection, /w w h= , is shown in Figure 3. It can be observed 
that deflection responses of IGA match well with those of finite strip method (FSM) [11].  

  

n = 0 n = 0.5 

Fig. 2 The first lowest eight natural frequencies of the simply supported (SSSS) and clamped 
(CCCC) piezoelectric FGM plate with the different volume fraction exponents 

4.2.2 A smart piezoelectric plate 
Now we consider the square piezoelectric FGM plate with length L = 1, hFGM = L/20 and hpiezo = hFGM/10. The 
boundary condition of the plate is SSSS. 

 

Fig. 3 Displacement of the plate under step uniform load  

Figure 4a displays the effect of volume fraction exponent n to deflection of piezoelectric FGM (Al/ZrO2-2) 
plates under mechanical load (parameter load 510oq q= × ). It is seen that magnitude of deflection of nonlinear 
analysis is smaller than that of linear analysis. Next, effect of temperature to nonlinear deflection of the plate 
under thermo-mechanical load with n = 5 is displayed in Figure 4b. It is observed that the behaviour of 
deflection subjected to thermo-mechanical load is different from the pure mechanical loading. When the 
mechanical load is zero, the deflection of the plate is not zero. This is because of thermal expansion 
phenomenon. Also, the deflection decreases correspondingly to the increase of the temperature. 
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5 CONCLUSIONS 

The paper presents a simple and effective formulation based on isogeometric finite elements (IGA) for 
geometrically nonlinear analysis of FGM piezoelectric plates. The nonlinear formulation is based on a 
generalized five-parameter displacement field of higher order shear deformation (HSDT) and the von Kármán 
strains, which includes thermo-piezoelectric effects. The electric potential of each piezoelectric layer is 
assumed linearly through the thickness of each piezoelectric layer. The material properties of FGM are 
assumed to vary through the thickness by the rule of mixture and the Mori–Tanaka scheme. The accuracy 
and reliability of the proposed method is verified by comparing its numerical solutions with those of available 
other numerical results. 
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Abstract: This paper is a literature review of multiscale techniques and their possible applications to 
fretting wear simulations. Firstly, a brief introduction on fretting phenomenon is given, followed by an 
overview of the recent FEM modelling techniques used in fretting wear. The surface roughness effects is 
neglected on the majority of the FEM fretting wear models, mainly because modelling all the small 
geometrical details of the surface is very computationally demanding. Therefore, the use of methodologies 
that could provide information about these small-scale features to the macro-scale model is of great 
interest. Multiscale techniques (hierarchical, semi-concurrent and concurrent), discussed in this paper, may 
be a viable option. More specifically, the use of hierarchical homogenization techniques to contact problems 
and a possible application in fretting wear are discussed in detail. 

Keywords: fretting wear, multiscale techniques, homogenization 

1 INTRODUCTION  

Fretting happens when two contacting surfaces, normally loaded, are submitted to small amplitude 
oscillatory relative movement. The amplitude generally varies from 5 to 100 μm [1]. However, it can be as 
low as, or even below, 1 μm [2]. 

This phenomenon can be observed in many mechanical assemblies such as dovetail joints, bearings and 
gears, or more generally in situations where contacting surfaces may be subjected to sliding motion. 
Depending on the conditions (surface finishing, coefficient of friction, normal load, slip amplitude), fretting 
may lead to catastrophic failure due to fatigue (known as fretting fatigue), may produce loss of fitting due to 
wear (fretting wear) or a combination of both. Therefore, in order to design and predict service life of 
mechanical components, it is important to be able to control and anticipate the effects of fretting. 

The type of failure that may happen depends primarily on the fretting regime that the component is 
subjected to. Vingsbo and Söderberg [2] used a “fretting map" to describe the behaviour of the wear volume 
and fatigue life as function of the slip displacement for different fretting regimes. They defined three 
different fretting regimes: stick, mixed stick-slip and gross slip, as shown in Figure 1. At stick conditions, the 
surfaces are considered to be stuck to each other and no visible damage is generated. As the slip 
displacement increases, the fretting is characterized by mixed stick-slip conditions, the fatigue life 
decreases and the wear rate is reasonably low. This indicates that the main failure here is due to fretting 
fatigue. For even higher slip displacements, the regime changes to gross slip conditions where a 
considerable increase of the wear rate can be noticed. Fretting fatigue is not significant at this regime, 
because the cracks nucleated are removed by the intense amount of wear.  

It is important to notice the difference between reciprocating wear and fretting wear. Different from 
reciprocating regime, the slip displacement at fretting wear conditions is small with respect to the contact 
width between the surfaces, causing the wear debris to be kept inside the contact region. This makes the 
fretting wear very hard to be noticeable, since it is necessary to disassemble the structure to have access 
to the affected region. 

As shown by the Kubiak et al. [3], the effect of surface roughness in the fretting wear profile can be 
significant and must, therefore, be considered. However, most of the finite element (FE) models that are 
used to predict fretting wear do not take into consideration the effect of roughness. Since it is very 
computationally demanding to add all small surfaces features in a macro FE model, another techniques that 
allow the roughness information to be analysed are of great importance. 
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Fig. 1  Fretting map used by Vingsbo and Söderberg [2], showing the stick (1), mixed stick-slip(2) and 

gross slip (3) fretting regimes and also the reciprocating regime (4). 
 

2 MULTISCALE MODELLING TECHNIQUES 

The multiscale modelling techniques are used to connect results from models at different scales, sharing 
the efficiency of the macroscopic models with the accuracy of microscopic models. Aboudi et al. [4] classify 
the multiscale techniques in three main groups: hierarchical, concurrent and semi-concurrent. 

2.1 Hierarchical homogenization 
The hierarchical, or sequential, methodology is used to transfer information from a small scale to a larger 
model as a boundary condition or as an effective property. In order to do that, constitutive relations are 
precomputed by homogenizing (averaging) the material response at micro level and then this response is 
used on a large scale model. It is important to notice that the micro and macro models are independent 
from each other, i.e., the hierarchical approach deals with a one-way coupling (bottom-up or top-down), but 
not both of them. 

In fracture analysis, Talebi et al. [5] applied hierarchical multi-scaling to estimate the material behaviour of 
nanocomposites. Figure 2 shows the procedure used to estimate material properties using homogenization. 
In their work, they predicted the elastic modulus of a clay/epoxy nanocomposite using a representative 
volume element (RVE) and then used this property in a macro model simulation. Eftekhari et al. [6] studied 
the fracture behaviour of CNT-reinforced concrete in a tree scale sequential scheme. The material 
properties of carbon nanotubes were extracted from molecular dynamics simulations and used in a 
micromodel, where a FE model is conducted to acquire the mechanical and damage properties. Finally, the 
response of the micromodel is upscale to the macro-model, where an extended finite element analysis is 
done. 

 
Fig. 2 Homogenization procedure adopted by Talebi et al. [5] 
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2.2 Semi-concurrent approach 
 
In a semi-concurrent approach, the fine scale model is analysed at each integration point of the coarse 
scale model. Therefore, the semi-concurrent approach may produce better results than the homogenization 
method, but with a higher computational cost.  

The deformation at macro level is sent to the micro model as boundary conditions and a homogenized 
stress tensor is calculate. This information is then sent back to the coarse model. In this way, the semi-
concurrent technique can be considered as a two-way coupling [4], i.e., in order to solve the micro-model, 
the input from macro-model is necessary and vice-versa. The scales are interlaced in a parallel way (see 
Figure 3 for a schematic of the method).  

Talebi et al. [5], Silani et al. [7] and Feyel and Chaboche [8] used semi-coupled schemes to connect the 
response of the micromodel to the macro model in a semi-concurrent way. They were interested in 
considering the materials heterogeneities impact in the response of the macroscale composite structures. 

 

 
Fig. 3 Schematic of the semi-concurrent analysis of a nanocomposite done by Talebi et al. [5] 

2.3 Concurrent technique 
According to Aboudi et al. [4], concurrent techniques are fully coupled, which means that all scales are 
handled at once in the same numerical model. This technique provides the highest fidelity among all the 
other ones, but with the lowest computational efficiency. Figure 4 shows a comparison between the 
multiscale techniques. 
 

 
Fig. 4 Schematic of the types of multiscale analysis by Known et al. [9]: (1) homogenization, (2) semi-

concurrent and (3) concurrent. 
 
It is possible to couple different continuum to continuum and also atomistic to continuum scales in the same 
model. Silani et al. [10] illustrated a method to couple two continuum domains in different scales using 
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concurrent technique. Aubertin et al. [11], Guo-Wu and Tie-Gang [12] and Yamakov et al. [13] presented 
results for crack propagation in a concurrent fashion, where the region near the crack tip was modelled with 
molecular dynamics (MD), while the region distant from the crack was modelled with finite element method 
(FEM). There are many other works done in the crack propagation analysis using concurrent technique. For 
instance, Talebi et al. [14] coupled molecular dynamics to extended finite element method (XFEM) and 
Yang et al. [15] coupled molecular dynamics to meshless method. 

Concurrent approach is also applicable in contact mechanics, when nanoscale features of the interface are 
modelled using molecular dynamics and the region far from it using continuous mechanics, e.g. Luan et al. 
[16] did a 2D analysis of the contact, while Anciaux and Molinari [17, 18] considered a 3D problem. Figure 5 
shows details of their models. 

 

Fig. 5 Multiscale models using concurrent technique to model contact interactions. (a) model developed by 
Luan et al. [16] (b) model done by Anciaux and Molinari [18] 

 

3 MULTISCALE IN FRETTING WEAR PROBLEMS 
 
In fretting wear problems, some work have been done using multi-scaling techniques. Gallego et al. [19] 
presented a computational method, with three scales, for analysing dovetail joint (titanium-titanium) on 
blade/disk interface. Their goals was to obtain wear kinetics and worn out profile on a fast computational 
analysis. The scales used for analysis were: micro-scale and meso-scale, using a semi-analytical model to 
calculate the wear depth increments based on the solicitations derived by the forces and moments at a 
given point of the contact, and complete model of the blade/disk. The complete FE analysis for the whole 
system provided information regarding the forces and moments for calculation at meso-scale. 
 
Leonard et al. [20] combined finite-discrete method to model the effect of third bodies in fretting. The third 
body is modelled as discrete elements, while the first bodies are modelled with finite elements. 
 
Note that little or none work has been done to consider the roughness effect on fretting wear using 
multiscale analysis. 

4 HOMOGENIZATION TECHNIQUES FOR CONTACT PROBLEMS 

Hierarchical homogenization has been widely used for contact problems, as elucidated by Stupkiewicz et al. 
[21]. Homogenization is used in contact as a tool to derive a macroscopic constitutive relations for the 
contact stiffness based on microscopic simulations. It counts with the advantage of low computational cost, 
being able to incorporate many physical phenomena in the contact analysis. It is possible to consider many 
different effects, such as: hysteretic effects of rubber contact (Wriggers and Reinelt [22]), inelastic contact 
considering effect of third bodies (Temizer and Wriggers [23]) and also friction of soft matter (Temizer [24]). 

Regarding the effect of roughness on the contact, Jerier and Molinari [25] presented a methodology to 
analyse the nonadhesive and frictionless contact between a flat elastic body and a rigid surface with fractal 
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roughness (modelled by spheres). They used discrete element method and homogenization techniques in 
order to study the real contact area. 

Another simpler way to deal with contact of rough surfaces is to model the rough surface in a micro-scale 
model and then upscale the results to a macro-model. Wriggers and Nettingsmeier [26] presented a 
methodology to derive a homogenized constitutive equations for normal frictionless contact based on those 
micro-scale models. This equation would have information regarding the effect of the roughness and then 
could be used on the macro-model. Their methodology is described in more detail in the following. 
 
The macroscopic constitutive equation for normal frictionless contact can be written as:  

p = cnδm.                                                                                                                                   (1) 

 
where p is the average normal pressure, δ the normal approach between the two bodies and cn and m are 
contact stiffness parameters. The normal approach δ can be replaced by maximum asperities height ξ and 
mean plane distance d. 
 
The homogenization technique allows the estimation of the parameters cn and m of Eq.1. They are obtained 
by the average response of the two deformable bodies in contact with rough surfaces modelled at 
microscale. One body is positioned on the top of the other and the bottom one is fixed. The top body is then 
moved downwards by a set of given displacements. The average contact pressure and the normal 
approach δ (see Fig. 6 for details) are calculated for each displacement of the top body. The simulation 
ends when the mean distance plane is relatively close to zero. 

 

Fig. 6 Analysis process to estimate the parameters cn and m of Eq. 1, based on  

Wriggers & Nettingsmeier [26]. 
 

In order to consider the randomness effect of the roughness and the geometry of the real surface, the 
above procedure is repeated for a large number of micro-models, each one with a different distribution of 
asperities, but with the same maximum asperities height. The results are statistically analysed and the 
parameters for the constitutive equation 1 are estimated. This equation can then be used as an input in the 
macro-model. 

An elastoplastic analysis of the contact at micro-scale was considered in Bandeira et al. [27], which can be 
treated as an extension of the work discussed above. 

5 CONCLUSIONS 

This review presented a possible methodology to take into account the effect of roughness in contact 
problems. This approach could be used in computational simulations of fretting wear, providing better 
understanding of the fretting phenomenon and more accurate wear profile predictions.  
 
As future work, we intend to apply the discussed methodology in fretting simulations and validate the 
results with experimental (or literature) data. Firstly, we intend to develop a micro-scale model in which all 
the small features of the rough surfaces are considered. Then, after an estimation of the contact stiffness 
parameters, we intend to use the average normal pressure from the micro model in a macro model 
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simulation. This would enable us to calculate the wear depth profile in a fretting wear situation considering 
the effect of roughness.  
 
This homogenization technique would be a simple approach and, in the future, a more detailed analysis 
may be needed. If that is the case, we may also try to implement a concurrent approach, considering even 
nano-features of the surface and its impact on fretting wear or may be a coupled continuum to continuum 
model with different scales or even a coupled atomistic to continuum analysis. 
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Abstract: This study investigates braking conditions of semi-metallic epoxidised natural rubber alumina 
nanoparticle friction materials produced by radiation curing consisting of steel wool as the main fibre 
reinforcement, graphite as the lubricant, epoxidised natural rubber with 50 mol% epoxidation (ENR 50)-
alumina nanoparticles (ENRAN) composites as the friction modifier, and benzoxazine resin as the binder. 
The braking conditions of applied load (200, 500, and 800 N) and braking time (3, 7.5, and 12 minutes) with 
tribological properties using a two-level factorial experimental design was optimised. The applied load and 
braking time were found to have significant effects on the friction characteristics, the specific wear rates and 
surface roughness. The resulting morphological changes of the material surface after braking were observed 
using Scanning Electron Microscopy (SEM). Friction coefficient was highest on the onset of braking due to 
ploughing of harder asperities and enlargement of the contact area. Thereafter, friction slowly decreased with 
braking time due to shearing of the peak asperities and formation of a friction film. Wear volume increased 
with increasing applied load as well as braking time. This was due to the microstructural changes and the 
decomposition of organic materials. Sample under the applied load of 200N and 4.12 minutes of braking time 
showed the best tribological properties. 
 
Keywords: Friction Materials, Applied Loads, Braking Times, Wear, Friction Coefficient  
 
1 INTRODUCTION 
 
Brake friction materials have a crucial effect on the braking system. These materials produce thermal energy 
from the kinetic energy of a moving car using friction during braking. Brake friction materials are required to 
have a constant coefficient of friction under different operating conditions, such as applied loads, temperature, 
speed, mode of braking, and also in dry and wet conditions to preserve the braking features of a vehicle. It is 
also necessary to have several suitable attributes including resistance to heat, water, and oil, have low wear 
rate and high thermal stability, exhibit low noise, and should not have any harmful effects on the brake disc. 
However, having all of these features at the same time is not achievable and some features have to be 
compromised to have the other features. Each friction material formulation technically has its own unique 
frictional and wear-resistant attributes. 
 
A friction material is a heterogeneous material having four main components: reinforcing fibers, binders, 
fillers, and frictional additives. Each element posses its own function, such as improving friction properties at 
low and high temperature, improve strength and rigidity, extend life, decrease porosity, and decrease noise. 
Any modification in the element type or proportion of the elements in the formulation will result in changes in 
the physical, mechanical, and chemical characteristics of brake friction materials [1-4]. Earlier scholars have 
demonstrated that no simple relationship exists between the friction and wear properties of a friction material 
with physical and mechanical properties [5-7]. Therefore, new formulations are subjected to series of tests to 
determine its friction and wear properties. 
 
In this study, response surface methodology using a Two-level factorial design experiment central composite 
design was used to optimise braking conditions of semi-metallic epoxidised natural rubber alumina 
nanoparticles (ENRAN) friction materials produced by radiation curing. 
 



 
International Journal of Fracture Fatigue and Wear, Volume 3 

280 

 

 
2 EXPERIMENTAL METHOD 
 

2.1 Preparation of Friction Materials 
 
The composite obtained from Haake Rheomix Polydrive R 600/610 were then compression molded into 6-
mm thick sheets under a pressure of 14.7 MPa at 150 0C for 30 min. The sheets were immediately cooled 
between two plates of a cold press at 25 0C.  
 
The molded samples were irradiated in air at room temperature using 3.0 MeV Cockroft Walton type electron 
beam accelerator (model NHV EPS-3000) at a dose of 150 kGy. The acceleration energy, beam current and 
dose rate were 3 MeV, 5 mA and 50 kGy per pass.  

2.2 Testing 
 

Test samples for friction and wear test were cut from the brake pad backing plate with dimension of 
25mm×25mm×6mm according to MS 474 PART10:2003 using LINK CHASE machine. Each sample was 
subjected to different braking times (3, 7.5 and 12 minutes) and applied loads (200, 500 and 800 N) 
according to Design Expert for optimising the braking conditions. Five samples were subjected for each 
types of braking conditions and the average friction result was calculated from the recorded result. In 
addition; the surface roughness was measured using a Taylor–Hobson (Surtronic 3+) roughness tester 
and repeated five times for each specimen after the friction test. 

 
The weight of the pads for each sample was taken before and after the each test, and the wear was 
determined with the mass method following the standard of TSE 555 (1992) and calculated using the 
following equation: 
 
w = (1/2πR) × (1/fm n) × ((m1-m2)/ρ))                   (1) 

                              
Where w is the specific wear rate (cm3/Nm), R is the distance between the centre of specimen and the 
centre of the rotating disk, m1 and m2 are the average weight of specimen before and after the test (g), ρ 
is the density of the brake lining (g/cm3), and fm is the average friction force (N). 

2.3 Fractional factorial  
Design experiments were carried out using Design Expert software (Statistics Made Easy, version 6.0.10, 
Stat-Ease, Inc., Minneapolis, MN).  Response surface methodology [8] was used to show the statistical 
significance of the applied load (X1) and braking time (X2). A 23 factorial design for two independent 
variables with three replications at the centre points leading to a total of 7 sets of experiments was carried 
out in this study (Table 1). The low, middle, and high levels of each variable are given in Table 2. From 
the experimental findings, the effects of the independent variables on friction coefficient, specific wear 
rate and roughness were studied using a half-normal graph and an effect list. A factorial model was 
chosen and analysed with analysis of variance (ANOVA) to determine the adequacy of the model. Each 
response was modelled on the two parameters using the following equation: 
 
Yi = b0 + b1X1 + b2X2 + b12X1X2                                         (2) 

 
where Yi is the theoretical response function [19]. 

 
Table 1 23Factorial Design Matrix Used for the Screening Factors. 

Sample 

Applied 
Load 
(N) 

Braking 
Time 
(min) 

Friction 
Coefficient 

(µ) 

Specific Wear 
Rate  (cm3/N.m) 

Ra 
(µm) 

X1 X2 Y1 Y2 Y5 
S1 -1 -1 0.6 0.204 4.54 
S2 +1 -1 0.455 0.412 2.21 
S3 -1 +1 0.545 0.213 1.65 
S4 +1 -1 0.34 0.455 2.12 
S5 0 0 0.47 0.37 4.54 
S6 0 0 0.44 0.4 4.54 
S7 0 0 0.455 0.34 4.54 
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Table 2 Levels of Variables Chosen for Trial 
 

Independent parameters 
Range (coded level) 

Low 
(-1) 

Central point 
(0) 

High 
(+1) 

Applied Load (X1) N 200 500 800 

Braking Time (X2) Min 3 7.5 12 
 
 
3  RESULTS AND DISCUSSION 
 
The sum of square (SS), coefficients of the models, and probability (P) value for the two factorial designs 
are presented in Table 3. The P-value represents the probability of error involved in accepting the 
observed value [9]. A P-value smaller than 0.05 indicates that the model is significant, with 95% degree 
of confidence. Applied load and braking time and their interactions exhibited significant effect on the 
friction coefficient, wear rates and surface roughness. The final models in coded parameters, with the 
exception of the insignificant terms (with P > 0.05), are given in Eqs. (3)– (5), respectively. 
 
Y1= 4.90E-01 – 8.8E-02 X1 – 4.2E-02 X2                    (3) 

Y2= 3.20E-01 + 1.10E-01 X1                     (4) 

Y3= 2.63 – 4.70E-01 X1 – 7.5E-01 X2 + 7.0E-01 X1X2               (5) 

 

Table 3 Full 22 factorials design (Coefficient are given in coded unit). 

  SS Coefficient P value 

(a) For Y1    

X1 3.1E-02 – 8.8E-02 0.0064 

X2 7.2E-03 – 4.2E-02 0.0037 

    

(b) For Y2    

X1 5.1E-02 1.10E-01 0.001 

    

(c) For Y3    

X1 8.6E-01 – 4.70E-01 < 0.0001 

X2 2.22 – 7.5E-01 < 0.0001 

X1X2 1.96 7.0E-01 < 0.0001 
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3.1 Effects on friction coefficient 

The half-normal graph shown in Figure 1 illustrates the significant main and interaction effects on the 
friction coefficient of optimised sample. This is also stated in equation (3) where we can see that both 
applied load and braking time are the significant negative effect influencing the friction coefficient of 
SMFC. 

 

 
Fig. 1 Half-normal graph used for selecting the main effects for friction coefficient. 

 
The brake is pressed against a rotating drum during braking, resulting in resistance to motion. The 
friction coefficient reaches its maximum value with the increase in braking time. It then decreases with 
braking time and reaches a steady state thereafter (Figure 2). The increase in the friction coefficient at 
the beginning of braking is due to the hard asperities being ploughed into the wear surfaces and also 
to the enlargement of the contact area.  
 

 
 

Fig. 2 Graph of friction coefficient versus braking time. 
 
At the early stage of braking, the hard asperities are ploughed into the wear surfaces as shown in Figure 
3 to Figure 7. The ensuing reduction in the friction coefficient of the samples at the load of 800 N may 
be explained by (i) the shearing of the peak asperities, (ii) formation of a friction film, and (iii) 
decomposition of the organic compounds. Figure 4 and Figure 5 show the detachment of wear 
fragments from the wear surface at the early stage of braking. The asperities are sheared and blunted 
during sliding with subsequent braking. Figure 7 shows the transfer layer or friction film formed on the 
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worn surface. The formation of the transfer layer is the result of wear debris compaction between the 
brake pad and the disc surface [10].  
 
 

Fig. 3 The peak asperities ploughing on the 
surface of the sample. Load 200 N, time 3 
minutes. 

Fig. 4 The peak asperities ploughing on the 
surface of the sample. Load 800 N, time 3 
minutes. 
 

Fig. 5 The peak asperities ploughing on the 
surface of the sample. Load 500 N, time 7.5 
minutes. 

Fig. 6 The peak asperities ploughing on the 
surface of the sample. Load 200 N, time 12 
minutes. 
 

 
 

Fig. 7 The peak asperities ploughing on the surface of the sample. Load 800 N, time 12 minutes. 
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3.2 Effects on specific wear rate 

Wear depends on several factors, such as temperature, speed, applied load, nature of interactions 
between the two friction surfaces in contact, and the environment [11]. Figure 8 shows applied load is 
effective factor on specific wear rate. This was also found in Equation (4). 
 
 

 
Fig. 8 Half-normal graph used for selecting the main effects for specific wear rate of optimised sample 

(A: applied load, B: braking time). 
 
Figure 9 with the corresponding Eq. (4) shows the influence of varying the applied load from 200 to 800 
N with 3 to 12 min of braking time on friction coefficient values of the composites in a 3D graph. Specific 
wear rate increases when the applied load increased. This occurrence is due to the following 
phenomena: (i) decomposition of organic materials, and (ii) microstructural changes. The degradation 
of the organic components in the brake pad composition increases with surface temperature, resulting 
in the reduction in composition bonding and structure integrity. This process is known to increase the 
rate of surface failure, thereby increasing wear rate as observed in the present study. This finding is 
similar to the results reported by other researchers [12 & 13]. 
 
 

 
Fig. 9 Effects of applied load and braking time on specific wear rate. 
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3.3 EFFECTS ON SURFACE ROUGHNESS (Ra) 
 
The half-normal graph shown in Figure 10 illustrates the significant main and interaction effects on the 
average surface roughness (Ra) of the optimised SMFC. This is also stated in equation (5). Figure 10 
shows applied load and braking time are effective factors on surface roughness. 

 

  
Fig. 10 Half-normal graph used for selecting the main effects for average surface roughness (Ra) of 

optimised sample (A: applied load, B: braking time). 
 

Increasing the applied load and braking time would decrease the surface roughness of the SMFC as 
shown in Figure 11. The reduction in the surface roughness of the sample may be explained by the 
shearing of the peak asperities. The asperities are sheared and blunted during sliding with subsequent 
braking [10]. 

 

  
 

Fig. 11 The effect of applied load and braking time on the surface roughness.  
 
4 CONCLUSION 
 

• Friction coefficient was highest on the onset of braking due to ploughing of harder asperities 
and enlargement of the contact area. Thereafter, friction slowly decreased with braking time 
due to shearing of the peak asperities and formation of a friction film. 

• Wear volume increased with increasing applied load as well as braking time. This was due to 
the transition of wear mechanism, in correspondence with the microstructural changes and the 
decomposition of organic materials. 

• Increasing the applied load and braking time would decrease the surface roughness of the 
SMFC. The reduction in the surface roughness of the sample may be explained by the shearing 
of the peak asperities. 
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• Sample under the applied load of 200 N and 4.12 min of braking time showed the best 
tribological properties. 
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Abstract: Near yield point, SN method and EN method predict quite different results. Manson and 

Hirschberg proposed a formula, known as the EN method, based on the superposition of strain amplitude. 

Under the same fatigue life, they add plastic strain with elastic strain to get the relation between total strain 

and fatigue life. Such superposition is not inconsistent with the constitutive law. Moreover, it contradicts the 

negative correlation between strain amplitude and fatigue life, so that EN curve will generate significant error 

near yield point. A new solution is proposed, based on damage accumulation concept, which can solve 

these weaknesses, and better fit the experiment data.  

Keywords: EN method; strain amplitude; yield point; damage accumulation; fatigue life. 

1  INTRODUCTION 

As the kernel component in a power producing system [1], the turbine transforms the steam’s heat into 

kinetic energy, and its efficiency is greatly affected by the area of exhaust. It has become a general trend to 

improve the turbine capacity. Consequently, the blade height will be increased [2], which will cause the 

maximum stress in the critical section to approach the yield point during the steady-state phase [1]. 

Therefore, the precise determination of the fatigue life near the yield point seems to be an urgent problem in 

blade engineering.SN method refers to the equation found by Basquin [3] from the stress-controlled fatigue 

test in 1910, which indicates that the stress amplitudes and fatigue life, also known as number of reversals to 

failure, presents linear relation in log-log coordinates.  

In 1954, Manson [4] and Coffin [5] respectively proposed fatigue life prediction method based on plastic 

strain amplitude parameter ( ,a plε ). For metals, plastic strain amplitude ,a plε and fatigue  also shows 

better linear relation in log-log coordinates. Manson and Hirschberg proposed that a metal’s resistance to 

total strain cycling can be obtained by a superposition of the elastic strain and plastic strain resistance as 

follows [6-8], but there are some problems for the expression. 

'
'

, (2 ) (2 ) .f b c
a total fN N

E

σ
ε ε= +                                                            （1） 
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2  THE CONTRADICTION OF EN AND SN METHOD NEAR YIELD POINT 

We conduct two groups of tests, stress-controlled test under relatively low load condition, and 

strain-controlled test. After the test, we fit the test data in log-log coordinates to get the SN and EN 

expressions [9]. Then we extend the SN and EN curves in log-log coordinates to yield. At the yield point, the 

stress is 959MPa and strain is 0.48%, but we get two different fatigue lives for this point. This big 

discrepancy is unacceptable, and is shown in Fig. 1. 

  

Fig. 1 The conflict of EN and SN methods near yield point 

It is difficult to decide which method is reliable and reasonable for practical engineering problems. Therefore, 

we analyze this big discrepancy, and attempt to find a reliable method for fatigue life prediction near yield 

point. 

3  THE WEAKNESS OF EN METHOD NEAR YIELD POINT 

Based on the superposition of elastic strain and plastic strain, Manson and Hirschberg proposed the EN 

method. By superposing the Coffin-Manson and Basquin expressions in log-log coordinates, we can get the 

EN expression. Considering the same fatigue life, this superposition leads to a point which doesn't actually 

exist on the EN curve.  
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Fig. 2 The illustration of superimposition for EN method 

In log-log coordinates, Basquin expression is also called elastic line, the red line in Fig. 2, and 

Coffin-Manson expression is also called plastic line, the blue line in Fig. 2. EN curve is also called total strain 

line, the black line shown in Fig. 2. For example, in Fig. 2 point C and point B can be added to obtain point A. 

The fatigue life calculation of point A depends on elastic strain of point B and plastic strain of point C, but this 

dependence is not reliable, because point A truly includes elastic strain that is a Eσ , and plastic strain that 

is ( )a a Eε σ− . Total strain aε  includes the elastic strain and plastic strain, and they should conform to 

Constitutive Law. Moreover, the fatigue life and strain amplitude have a negative correlation. This 

superposition of strain amplitudes doesn’t consider this, because after superposition the strain increases but 

the fatigue life doesn’t decrease. This causes the result of EN method to be higher than real fatigue life. 

4  NEW APPROACH FOR LIFE PREDICTION NEAR YIELD POINT 

In order to solve the aforementioned problems and give a better expression of total strain amplitude and 

fatigue, we divide the whole strain range into three stages. 

When ,limf eε ε ε≤ ≤ , stress state of material is near yield point. In order to solve this conflict, we propose a 

method based on damage accumulation. When fatigue life is 2N, we suppose that the damage is 

( ) 1
2D N

−= for each cycle, and when the total damage reaches 1, the material fails [10, 11]. We assume 

that damage caused by elastic strain plus damage caused by plastic strain equals total damage caused by 

total strain, shown as follows. 

D D D .t e p= +                                                                            （2） 

For example, introducing ,a elε  into Basquin expression to get fatigue life 2 eN , so the damage caused by 
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elastic strain is ( ) 1
2 eN

−
. By the same way, introducing ,a elε  into the Coffin-Manson expression we get the 

fatigue life 2 pN , such that the damage caused by plastic strain is ( ) 1
2 pN

−
. Therefore, total damage is 

( ) ( ) ( ) 11 1
2 2 2t e pN N N

−− −= +  for each cycle, which is considered as the damage caused by the total 

strain [12].  

The damage caused by elastic strain for each cycle can be expressed as follows: 

1

1
, '

D (2 ) .
b

e e a el
f

E
N ε

σ

−

−  
= =   

 
                                                            （3） 

The damage caused by plastic strain for each cycle can be expressed as follows: 

1

ap1
'

D (2 ) .
c

p p
f

N
ε
ε

−

−  
= =   

 
                                                                （4） 

For the total strain, the total damage equals D D Dt e p= + , which can be expressed as follows 

1 1

ap
, ' '

D .
b c

t a el
f f

E ε
ε

σ ε

− −
   

= +      
   

                                                             （5） 

We obtain an expression for total strain amplitude and fatigue life can be written as follows 

11 11 1

,

1
2 .

b cb c
a a

f a t
f f

E
N

E E

σ σε
σ ε

−
− −− − 

       = + −          ′ ′        

                                        （6）  

We call the proposed Eq. 6 Damage Accumulation Method. 

5  EXPERIMENTAL RESULTS AND VERIFICATION 

In order to find the effectiveness and precision of Eq. 6 for fatigue life prediction near yield point, we conduct 

a group of strain-controlled tests over 5 strain levels. The strain amplitude is from 0.5% to 1% and R=-1, and 

3 samples are tested for each strain level. Then the test data is compared with the results of different 

methods near yield point, which is shown in Fig. 3. 
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Fig. 3 Verification of different methods near yield point 

Observing Fig. 3, it is easy to find that the Damage Accumulation Method can fit the test data much better 

than EN method, and the results predicted by EN method are relatively higher than the test data near yield 

point. 

6  CONCLUSIONS 

This paper proposes a new method, based on the damage accumulation concept, to enhance the prediction 

of fatigue life near yield point. After conducting some relevant experiments, it is obvious to find that the 

Damage Accumulation Method can better fit the test data. This paper also compares the precision of three 

different methods: Damage Accumulation Method, Revised Coffin-Manson Formula and EN method, and 

find that they show little difference in the plastic stage, and Damage Accumulation Method is effective from 

elastic stage to plastic stage. 

7  NOMENCLATURE 

R : Stress ratio or strain ratio 

uσ  : Ultimate strength , the Maximum stress value of the material 

aσ  : Stress amplitude， ( )max min 2σ σ−  

'
fσ  : Fatigue strength coefficient, for Basquin expression 

b : Strength exponent, for Basquin expression 

fS  : Stress for endurance limit. When stress less than fS , there is no fatigue failure 

fε  : Strain as infinite fatigue life f fS Eε = . when fε ε< ，2 fN → ∞  

'
fε  : Fatigue ductility coefficient, for Coffin-Manson expression 

c : Fatigue ductility exponent, for Coffin-Manson expression 
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,limeε  : The corresponding strain for elastic limit. when ,limeε ε> , plastic strain start to exist 

,e uε  : The corresponding strain for ultimate strength， , /e u u Eε σ=  

conε  : Strain of the Point of life convert 

,a tε  : Total strain amplitude ( )max min 2ε ε−  

,a plε  : Plastic strain amplitude 

,a elε  : Elastic strain amplitude 
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Abstract: Rubber is a widely used material in industry because of the unique viscoelastic behavior of 
rubber matrix.  In practice, rubber products are exposed to complex dynamic loading conditions caused 
due to various effects. Technical rubber products are mainly used for high dynamic applications 
especially in automotive as well as mechanical engineering, thus the factors affecting the rubber matrix 
behavior mostly are the dynamic inertia, profile of a contact surface of solid parts affecting rubber as 
well as influence of ozone concentration, solar radiation, different temperature etc. These complex 
processes constitute the initiation of micro-cracks, which is the fundamental fracture element of rubber-
matrix responsible for various failure mechanisms of rubber products. Tests and determination of rubber 
product failure in the real usage are time and money consuming and thus effective testing methods in 
laboratory condition are highly appreciated. This work focuses on advanced methods for experimental 
characterization of complex rubber fracture mechanisms and parameters in the laboratory with respect 
to real loading conditions of rubber products in the field. Thus the rubber product failure in the real usage 
could be predicted. Finally, we have introduced theoretical approaches, new methods and testing 
equipment for characterization of complex rubber failure process from the phase of the crack initiation, 
its propagation up to the total rupture of rubber matrix. 
 
Keywords: Rubber, Failure, Fracture, Crack, Testing Equipment 
 
1.  INTRODUCTION 

Rubber materials exhibit excellent damping behaviour and thereby the rubber has a broad range of 
applications in industry and technique. Rubber is mainly used in the applications where high dynamically 
loading is applied on the product, such as conveyor belts, transmission belts, shock absorbers, tires, 
hoses etc. In practice, these rubber parts are exposed to complex dynamic loading conditions. The 
exemplary rubber failure process is demonstrated in the Figure 1 using two important high dynamically 
loaded technique of rubber parts, which are conveyor belt (left) and tire (right). In the case of conveyor 
belts used in mining minerals, the part mostly affected is the outer tread of the belt, which is dynamically 
loaded and exposed to the dynamic impact of hard and sharp edged materials and their stochastic 
movements on the tread. This effects lead to substantial abrasion of the rubber surface. In the case of 
the other example of important high dynamically loaded rubber products, tires, the most affected part is 
the tire tread, because of its dynamic contact with the rough surface of the road or with the asperity of a 
hard terrain. Real dynamic loading conditions of tires are based on the load at the region provided by 
the tire footprint (abrasion) or the region with a high level of asperity (sharp stones, roots of trees, as 
well as thrusting parts) over which the tire rolls. The dynamic load of the affected zone is applied in 
milliseconds, after that the contact is enable and the zone relaxes until the next contact (impact from 
specific asperity, revolution of tire/ belt, etc.) occurs. 

It is well known that high dynamic loading conditions have an extreme effect on crack initiation, its 
propagation, wear properties and in the end on the failure of product. These processes lead to a 
degradation of the mechanical performance of the rubber matrix. The unstable state of rubber products 
is caused particularly by micro-crack initiation, and its propagation could have fatal consequences 
caused by its final collapse. Generally, the fracture process starts due to micro-crack initiation, whereby 
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the reason for its mechanical initiation is a foreign object (specific asperity, minerals, profile of the road 
surface, etc.), which has a considerable higher E-modulus in comparison with the rubber product tread.  
  

 

Fig. 1 Rubber failure process at dynamic loading conditions in the field shown in the case of 
conveyor belt (left) and tire tread (right). 

 
The main fracture processes (crack nucleation respective initiation, propagation, wear) leading to total 
failure of real rubber products can be seen in the Figure 1. The tests of the real rubber products in 
common conditions would be the most suitable analysis for description of their mechanics as well as 
fracture behavior, whereas these tests are time and money consuming. In the case of characterization 
of conveyor belt’s top layer, the stochastic loading conditions are necessary to be applied, whereas tire 
rolling is characterized due to Gause-pulse loading, where the width of the pulse is given by tire outer 
radius, running speed and tire footprint. With respect to the critical loading of these rubber products in 
the field, very hard parameters of lab test are necessary to be applied, whereas the pulse wide is lower 
than 20 milisecond followed by relaxation time dependent upon loading frequency. Thus an effective 
testing methodology as well as methods in laboratory condition, which will experimentally describe the 
complex rubber failure process from the crack initiation up to rubber matrix failure in dependence on 
various dynamic loading conditions as well as different stress conditions are highly appreciated.  
The understanding of the crack initiation and its propagation in rubber matrix in the dependence on the 
complex stress loading conditions is a subject of high scientific interest, therefore its description will 
improve the safety, higher durability and life service of the tire as well. The observation of the crack 
nucleation so far is not realisable from the experimental point of view. Because of the main factor 
influencing the fracture properties is the crack nucleation respective initiation on micro-scale an 
experimental method, which would be able to determine the nucleation parameters with respect to the 
mechanics of rubber matrix, is highly appreciated to be developed.  
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As soon as the crack is initiated, its propagation starts due to applied loading conditions. The observation 
of a crack growth is commonly realized with using of standard testing method, whereas only quasi-static 
loading conditions can be applied during the analysis. In the case of requirement on cyclic fatigue 
loading conditions, the advanced methods and testing equipment is necessary to be used. The Tear 
Analyzer produced by Co. Coesfeld GmbH & Co is a unique testing equipment, which is industrially 
used for quantitative description of dynamic crack propagation under real loading conditions. The 
measuring methodology has been established by Eisele et al [1], whereas the advanced development 
for characterisation of fracture properties independent on test specimen geometry has been elaborated 
by Stoček et al. 

The final phase of rubber failure is defined due to accelerated unstable crack growth up to the total 
rupture. From the theoretical point of view this phase of the process can be simulated due to high 
dynamic impact with simultaneously chipping of the rubber matrix. Thus a complete separation induced 
by unstable crack growth has been attained. This process can be denoted as a dynamic abrasion or 
wear process respectively. Beatty & Miksch [2] both developed laboratory equipment and established a 
measuring methodology for the characterization of abrasion in accordance with the practical use of 
rubber products. This procedure is based on a simulation of impacted rolling test specimens, and Beatty 
and Miksch termed this process the “chip and cut” effect (CC). This publication [2] was used by Maňas 
et al. [3] as a basis for designing new testing equipment, enabling in the first place the test parameters 
to be varied. However these both methods are based only on qualitative measurement. Because of the 
very high acceleration of crack growth in the very final rupture phase, there is necessary to be used an 
instrumented measuring method, which is able to precisely observe the fracture parameters. The 
advanced analysis with respect to the experimental simulation of the real loading conditions of rubber 
product has been introduced by Stoček et al [4], whereas this method was based on not instrumented 
testing equipment. This work firstly demonstrated relationship between crack propagation and total 
rupture of rubber matrix due to dynamic wear process.  

Therefore this work deals with description of newly developed as well as industrially used advanced lab 
methods for experimental characterization of rubber failure with respect to real loading conditions of 
rubber products in the field based on different phase of fracture process and varied stress conditions of 
rubber test specimen. We concentrated our work on a demonstration of complex view on fracture 
process in practice with using of lab methods. Thus a characterization of fracture behavior with respect 
to real loading conditions of rubber product in the field could be firstly simulated and realized in 
laboratory. 
 

2.  THEORETICAL BACKGROUND 

2.1 Energy fracture criterion dependent on test specimen geometry 
An important quantity for fracture mechanical investigations is the tearing energy T, i.e. the energy 
released per unit area of crack surface growth. It was first introduced by Griffith [5] for metallic materials 
and Rivlin & Thomas [6] formulated the tearing energy for elastomers. It proposes that the strain energy 
release rate is the controlling parameter for crack growth and it is mathematically defined as, 

T = -(δW /δA). (1) 

Where, T is tearing energy, W is the elastic strain energy, A is the interfacial area of crack and partial 
derivative denotes that no external work is done on the system. 

In the language of geometry they defined the tearing energy for rubber material in Single Edge Notched 
Tensile (SENT) test specimen as well as in pure-shear test specimens. The more details are given in 
the work by Ghosh et al [7] as well as by Stoček et al [8-9]. 

 

2.2 Energy fracture criterion independent on test specimen 

geometry 
Energy balance can be evaluated from both, the experimental and the numerical side. Experimental 
characterization is related to the evaluation of energy taken from loading and unloading curves, whereas 
numerical evaluation can be either taken from loading and unloading curves or by determining of energy 
J-Integral [10]: 
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Where, w is the strain elastic energy density, n is the outer normal unit vector of R, σ is the stress 
tensor, u is the displacement vector and s is the element length.  

The path independent of the J-integral allows an integration path, taken sufficiently far from the crack 
tip and thus the fracture parameters calculated with using J-integral are independent on the direction of 
the crack propagation [10]. The commonly using of the on- or off-line calculation of fracture parameters 
at the fatigue dynamic fracture tests are not state-of the-art, therefore the tearing energy criterion is 
commonly used for the fatigue dynamic fracture analysis. 

 

2.3 Fracture mechanical treatment of failure 
 
With respect to the tearing energy criterion, Gent, Lindley and Thomas [11] determined experimentally 
an approach for description of the crack growth rate in dependence of the tearing energy. This approach 
represents a theoretical basis for description of fracture behaviour of rubber matrix with respect to the 
real loading conditions of rubber product by using in the field. 

The typical relationship for a rubber material on a double logarithmic plot is shown in the Figure 2. Lake 
& Lindley [12] divided this plot into 4 regions which characterise different tear behaviours. The crack 
growth rate da/dn depends on the tearing energy T in each of the 4 regions in a characteristic manner:  

- crack nucleation, 
- initiation,  
- propagation, 
- total rupture. 

 As long as the value of tearing energy T is lower than T0, crack growth proceeds at a constant rate r 
and the crack growth is independent of the dynamical loading, but affected by the environmental attack.  

⇒≤ 0TT  r
dn

da =  (3) 

In the region II between T0 and T1 one finds a transition between a nucleation and propagation of crack 
growth: 

⇒≤≤ ITTT0  ( ) rTTA
dn

da +−= 0  (4) 

After this transient state the crack propagates in a region between T1 and TC of stable crack growth 
which is denoted as region III. The relationship between fatigue crack growth rate da/dn and tearing 
energy describe Paris & Erdogan [13] with the power-law: 

⇒<≤ CI TTT  mTb
dn

da ∆⋅= , (5) 

where b and m are material constants. 

 

In the last region IV the tearing energy TC proceeds to the unstable state of crack growth and the crack 
growth rate will become essentially infinite. 

⇒≈ CTT  =∝
dn

da
  (6) 

The region III was utilised as the region that corresponds most closely to crack growth rates found in 
the engineering fatigue range.  
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Fig. 2 Double logarithmic plot of crack growth rate da/dn vs. tearing energy T for rubber material 
[12]. 

 

3.  EXPERIMENTAL METHODS FOR COMPLEX RUBBER FAILURE CHARACTERISATION IN 

LABORATORY 

The most important question from the rubber producing industry as well as from the scientific domain is: 
“Which methods could lead to the exact prediction and quantitative characterization of complex fracture 
behaviours of rubber matrix respective product with respect to the real loading conditions of rubber 
product in the field?” Thus an efficient approach characterizing the complete mechanical behaviour of 
rubber matrix/product during all of fracture phases is necessary to be based on the development of new 
interconnected lab methods and equipments for physical material testing of rubber matrix with respect 
to the real loading conditions of rubber product. The schematic visualization of the interconnection 
between the complex fracture methodology is shown in the Figure 3.  
 

 

Fig. 3 Visualization of interconnection between complex fracture methodology. 

 
There will be introduced three new methods and newly developed full instrumented testing equipment, 
which are able to simulate real loading conditions of rubber product by using of rubber test specimen, 
in the next chapters.  
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3.1 Analysis of crack initiation 
The new fracture experimental approach to rubber resistance against crack initiation is based on newly 
developed instrumental testing equipment, which is measuring the resistance of prestressed rubber test 
specimen against cutting by sharp objects. Thus the effect of crack tip sharpness given by the geometry 
of cutting object can be used as simulation of crack initiation, whereas an special razor blade as cutting 
object has been implemented. The fracture mechanic’s phenomena of crack initiation is based on the 
definition of test specimen geometry with respect to the geometry ratio L0/W (length/width), whereas the 
common SENT- (single edge notched tensile) as well as pure-shear test specimens can be used for the 
observation. A schematic function diagram of the testing principle as well as the visualisation of the real 
testing machine is shown in Figure 4.  The electrically driven testing equipment is able to apply the 
varied loading waveform working statically as well as dynamically.  The test specimen holds in a 
clamping system is pre-stressed by given force or waveform in a strain direction X. The tip of razor blade 
actuates the loaded test specimen in an orthogonal direction Y to the main stress. During the actuating 
of the test specimen due to razor blade, the cutting force is observed respectively energy is calculated 
and simultaneously the tearing energy, which is responsible for the rubber test specimen fracture 
process in dependence on cutting depth is evaluated according to Rivlin & Thomas energy criterion [6]. 
 

 

 

Fig. 4 Functional principle and visualization of testing equipment for experimental characterization 
of crack initiation, where: A – actuator of the axis X; B – actuator of the axis Y; C – loading cell of 
the axis X; D – loading cell of the axis Y; E – razor blade; F – test specimen; G – upper clamping 

system of test specimen; H – bottom clamping system of test specimen. 

 
The results, shown in the Figure 5, demonstrate the Power law behavior of fatigue crack growth rate vs. 
tearing energy for the dynamically loaded pure-shear test specimens based on NR (natural rubber) 
without any reinforcement at simultaneously cutting with different razor blades. The loading conditions 
of test specimen have been defined due to sinusoidal waveform, frequency 1 Hz, room temperature, 
variation of the strain 5 and 8 %. For very sharp crack, there were found very higher crack growth rate 
due to lower radius of razor blade, whereas the higher radius of razor blade decrease the crack growth 
rate. The crack growth exponent m (see equation 4) slightly increases in dependence on decrease of 
razor blade radius. Thus the phase of crack initiation can be evaluated. 
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Fig. 5 Power law behavior of fatigue crack growth rate vs. tearing energy based on dynamically 
loaded test specimens with simultaneously cutting by razor with sharp and edgeless blades. 

3.2 Analysis of crack growth 
In Figure 6 a schematic function diagram/principle shows  the Tear Analyzer for investigating the fatigue 
crack growth of rubber independent on test specimen geometry, whereas the method based on SENT 
and pure-shear mode testing can be simultaneously applied. The hydraulically driven testing equipment 
can apply the varied loading waveform, within the frequency range 0,1 - 50 Hz on the test specimens, 
whereas up to 10 test specimens can simultaneously be analysed. The crack growth of each rubber 
specimen is on-line monitored through an optical image processing system. After the capture of the 
picture, the software localizes in-situ the crack position and determines the contour length. Thus the 
infinitesimal enlargement of crack surface area can be determined according to Rivlin & Thomas energy 
criterion [6].   
 

 

Fig. 6 Schematic and functional diagram of the tear analyzer: A-tensile test piece; B-pure-shear test 
piece; C-traverse; D-hydropulzer; E-isolated chamber; F-frequency generator; G-control unit 1; H-control 

unit 2; I-load cells; J-CCD monochrome camera; K-PC1; L-PC2. 
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The example of the results analysed with Tear Analyser is shown in Figure 7, where the influence of the 
volume of carbon black in NR on crack growth rate becomes apparent. Measurements were performed 
with preloading force 1N under sinusoidal loading conditions with frequency 1 Hz at room temperature. 
The content of carbon black type N234 has been varied from 0 up to 60 phr. We found that the crack 
growth rate at a given tearing energy decreases significantly with an increase in the volume of carbon 
black, whereas the crack growth exponent m (see equation 5) slightly increases with a higher amount 
of carbon black in rubber test specimens based on NR. The increase of tear strength independent from 
carbon black concentration induces the higher crack growth rate. This indicates the positive 
reinforcement of NR by carbon black. The comparison of the results determined in SENT as well as in 
pure-shear test specimens visualized in Figure 6, shows that the crack growth rate at a given tearing 
energy is higher in the pure-shear in comparison to the SENT test specimen, as observed in the non-
reinforced and reinforced NR with a concentration of 20 phr of carbon black. The trends of the crack 
growth rate at the given tearing energy of NR reinforced by the concentration of 40 phr of carbon black 
are identical, as evaluated in SENT as well as in pure-shear test specimens.  
 

 

Fig. 7 Power law behavior of fatigue crack growth rate vs. tearing energy for the SENT (denoted T) 
as well as pure-shear (denoted P) test specimens based on carbon black filled NR [8]. 

 

3.3 Analysis of total rupture 
The newly developed methodology and the measuring process of the total rupture analysis in laboratory 
is based on controlled impacting force or energy respectively. A schematic function diagram of the 
testing principle as well as the visualisation of the real testing machine is shown in Figure 8. The test 
equipment works automatically. It controls the user specified loading conditions in a wide field. Thus it 
is possible to simulate the rupture behaviour under conditions which are seen by the rubber products 
while operation in a precise and reproducible manner. It correlates the data to make them available for 
analytical purposes. The testing equipment works with a following principle: the cylindrical test specimen 
rotates with required velocity and simultaneously a penetrator impacts the surface of the test specimen 
with defined energy. The penetrator dynamically impacts the test specimen and chipps its surface. The 
constant presure is applied on the penetrator during exact defined time. During the measurement the 
normal and tangential forces as well as the depth of impact in to the test specimen and the length of 
chipping are measured. Thus the energies for high dynamic rupture process according to the fracture 
phase IV given by equation 6 firstly can be evaluated.  
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Fig. 8 Functional principle and visualization of testing equipment for experimental characterization 
of total rupture phenomenon. 

In this exemplary study, the loading condition defined on the basis of pulse width 100 ms, frequency 1 
Hz and rotation speed nr = 100 rev.min-1 was used. The unique normal load was applied directly on the 
loading cylinder Fy = 60 N. The standard cylindrical test specimens with the diameter 55 mm and 
thickness 13 mm were analyzed over a broad period. During the measurement the normal and tangential 
forces in dependence on the depth of impacting tools into the surface of rubber test specimen have 
been measured. The relationships for the normal and tangential forces in dependence on the depth of 
impacting tools  based on one loading cycle are shown in the Figure 9, whereas the both of directions 
Fx (left) and Fy (right) are visualized. We found that the tangential force Fx is higher in comparison to the 
normal force Fy, because of the additional rotation of the test specimen and chipping of the test specimen 
surface in the tangential direction. This indicates the high influence of test specimen rotation on the total 
rupture. During the reverse movement of the impacting tool, the trends decrease exponentially over the 
complete tool shifting. Thus the energies for high dynamic rupture process according to the fracture 
phase IV given by equation 6 can be evaluated in the normal and tangential directions. The final 
algorithm is an subject of the present work of the research team and thus its implementation to the 
approach describing the complex fracture rubber behavior including the phases of crack initiation, 
propagation and total rupture is an objective of next publication. 
 

  

Fig. 9 Relationship between impacting force in dependence on penetration depth of rubber material 
in the both of directions Fx (left) and Fy (right) at the experimental measurement of total rubber 

rupture. 

The fracture parameters evaluated due to introduced advanced testing methods and equipment   
demonstrate the possible observation of the complex fracture behaviour over the broad range of loading 
conditions or tearing energy respectively. The measuring methods are based on lab simulation of real 
loading conditions of rubber product in the field. Thus an experimental approach for analysis of the 
complete mechanical behaviour of rubber matrix during all of fracture phases could be established and 
firstly efficiently used. Because of the interconnection between the given experimental analyses and 
fracture parameters, the rubber product failure in the real usage could be predicted from the crack 
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initiation up to the total rupture. The fully instrumented experimental methods on fracture behaviour 
targeted evaluated parameters give an exact basis of fracture data for future numerical characterisation 
and simulation of rubber product behaviour. 
 
4.  CONCLUSION 

The work is concerning with the introduction of theoretical approaches, new methods and testing 
equipment for characterization of complex rubber failure process from the phases of the crack initiation, 
its propagation up to the total rupture of test specimen. This approach is based on the description of the 
crack growth rate in dependence on the tearing energy. We demonstrate the request of rubber industry 
as well as scientists for an establishment of a complex fracture methodology including experimental 
analyses, which could be able to evaluate the exact fracture parameters in lab conditions. We introduce 
three advanced interconnected lab methods and equipments for physical material testing of rubber 
matrix with respect to the real loading conditions of rubber product. Firstly the newly developed testing 
equipment for analysis of crack initiation based on measuring of the resistance of prestressed rubber 
test specimen against cutting by sharp objects has ben introduced. The advanced testing equipment 
Tear Analyzer has been demonstrated as a most efficient tool for observation of the crack propagation 
phase. The fracture process in the phase of total rupture has experimentally been desribed due to the 
newly developed measuring process and equipment based on controlled cyclically impacting force or 
energy respectively. Thus the complex methodology and testing equipment for evaluation of complex 
fracture parameters in lab conditions, which can be used for prediction of rubber product failure process, 
have been demonstrated.  
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Abstract: Continuous growth in the use of composite materials in advanced structural applications, such 
as aerospace, marine, and automotive, has been observed in the past two decades. This has motivated 
efficient design and manufacturing of composite products so as to obtain lighter structures with higher 
strength, durability and life. To contribute to develop an efficient design methodology, the present research 
has been undertaken. The accuracy and predictive capabilities of finite element models and failure analysis 
of a specific composite material using the commercial finite element program ABAQUS are evaluated. A set 
of unidirectional carbon-epoxy composite laminates are modelled under monotonic tensile and compressive 
loading, and their failure is assessed using the Hashin’s failure criterion. The numerical results are 
compared against carefully conducted experimental test data. The differences between the experimental 
and numerically predicted values of the maximum principle stress are used to evaluate the accuracy of the 
finite element models. In the unidirectional (0-degree) composite laminates after the initial ply failure, a 
varied damage pattern is observed with a difference of 17.7% and 10.5% under tension and compression, 
respectively. The unidirectional composites under transverse loading (90-degree) show a difference of 
10.8% and 0.4% under tensile and compressive loading, respectively. The variations between the 
experimental and the modelled results are mainly due to approximating and analysing the model in its 2D 
behaviour, which excludes delamination. Specifically, a composite tested under compression suffers from 
Brooming Gage Bottom (BGB); so the variation is expected. The Hashin’s damage criterion is not suitable 
when delamination occurs as a dominant failure mode. 

Keywords: Carbon-epoxy; Composite materials; Failure criteria; Damage prediction. 

1 INTRODUCTION  

Specific properties, such as stiffness and strength, are high in synthetic fibre composites. These 
composites are incorporated in the areas, which require weight reduction and/or good load and impact 
bearing capacities. Since composites exhibit a complex failure behaviour, the failure behaviour has been 
studied by many researchers. The prediction of failure has been carried out using different failure criteria 
suited to for various types of composites. Since the composites are anisotropic and heterogeneous in 
nature, the failure may involve a combination of different failure modes, such as fibre and matrix failure, 
interface failure, delamination, fibre pullout and debonding, and microbucking. These failure modes result in 
the formation of cracks/damaged areas. Additionally, the combination of these failure modes can result in 
local defects, these local defects can interact with each other and lead to the failure of the composite 
material catastrophically. 

Failure theories are broadly classified into (a) Fracture mechanics-based, (b) Strength-based, or 
(c) Damage-based. Damage-based analysis involves considering the composite material equivalent to 
progressively fracturing solids, resulting in the degradation of certain elements of the structure. The 
degraded elements do not carry loads, and the loads are redistributed to the adjacent components of the 
structure. The redistribution and degradation process are carried out till the structure has failed. The 
composite material is capable of accumulating a certain amount of damage before failure. Hence, damage 
based analysis will aid the designer to design the structure more efficiently. 

Damage-based analysis is associated with the design or modelling the damage of materials for predicting 
the initiation and propagation of defects or cracks [1]. Damage-based analysis demonstrates the classic 
engineering methodology to model and simulate the complex phenomena observed in composite materials, 
such as the anisotropic and heterogeneous behaviour. One of the final goals is to convey the 
understanding of the examined phenomenon and to deliver a rational predictive tool appropriate to design 
[1]. In damage-based analysis, there is a need of failure criterion to predict the initiation of the local damage 
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and to analyse its propagation and interaction with other local damage, such as matrix cracking, fibre 
kinking, and delamination leading to failure. 

Prediction of failure in composite materials can be performed by implementing failure theories [2-6]. The 
failure criteria are not only for predicting the instigation of failure but in some cases it can also be used for 
progressive failure up to the ultimate load. The acceptance of some failure theories over others seems to 
be related to their ease of use. The theories, such as the maximum stress, maximum strain, Hashin’s, Tsai–
Wu, and Tsai–Hill failure criteria are still widely used despite their limitations. Because, they are easy to 
comprehend and implement in a Finite Element analysis [4, 5]. The maximum strain and maximum stress 
criteria are typical examples of theories that have been shown to produce poor predictions in general [7]. 
Failure theories that allow interaction between stress components, such as the Tsai–Hill and Tsai-Wu 
criteria can aid in good failure prediction [8, 9]. Different failure criteria  were implemented to predict the 
progressive failure process of the composite laminates in a review [4]. Additionally, the residual strength, 
the maximum load attainable, the occurrence of First Ply Failure (FPF), and Last Ply Failure (LPF) can be 
predicted. The review also deliberates that a well-reported agreement of Finite Element Analysis with 
experiment results are observed under tensile loading. Additionally, relatively poor agreement in 
compressive loading has been observed. Similar inferences were made in another review of failure theories 
[4, 5]. 

One approach to predict failure that is adopted here is the damage mechanics based theory that can be 
implemented to degrade the elastic property of the composite owing to matrix cracking and fibre breakage. 
Additionally, a plasticity theory can be incorporated considering permanent deformations induced under 
loading [10]. Puck and Schurmann have comprehended Hashin’s stress-based failure criterion [11] and 
recommended a failure criterion to degrade elastic parameters of the lamina subsequent to the initiation of 
damage [12]. Hassan and Batra have used several variables, such as material properties (specific strength, 
Poisson's ratio and shear modulus), loads and ply stacking sequence to analyse the performance of 
composite after the commencement of damage [13]. Plastic deformations of a composite material can lead 
to plastic damage based on the stresses induced [14]. Damage development is expressed in terms of 
fracture energy and stress, critical strain, and a characteristic local dimension. This allows to reduce the 
dependence of finite element results upon the mesh used to analyse the problem. To model the failure of 
composite laminates under monotonic tensile and compressive loads, the Hashin’s failure criterion is used 
here. The damage developed at any point can be categorised by different modes of failure, such as fibre 
breakage and matrix cracking in tension and compression. The internal variables used to characterise 
different modes of failure at a point depend on the values of stresses at that point which are used in 
Hashin’s failure criteria. The variables are expressed in terms of the strength parameters for the composite, 
longitudinal and transverse compressive strength, longitudinal and transverse tensile strength, and shear 
strengths. 

The objective of this work is to develop an FE model for unidirectional composite laminates tested under 
monotonic loads and validate it against the experimental results provided by US Air Force Research 
Laboratory (AFRL) [15]. The idea was to focus on the initiation and propagation of damage in composite 
laminates. Since, these phenomena are well associated with the nature and interaction of the elementary 
degradation mechanisms. The examples presented in this paper are predominantly appropriate for an in-
depth model validation, leading to the development of a well-validated tool, which could be used to design 
and analyse the composite structures efficiently.  

2 FINITE ELEMENT MODELLING 

Computational models were developed using the commercial software ABAQUS. Finite element modelling 
of composites can be used for, such as prediction of damage, residual strength, stiffness degradation, or 
failure. There are numerous methods for composite modelling, such as macroscopic modelling, microscopic 
modelling, mixed modelling, discrete reinforcement modelling and sub modelling. However, the most 
common approach used in finite element simulations of composite material is the use of conventional shell 
elements. A different set of the unidirectional composite laminates (0-degree and 90-degree composite 
laminates) were tested under monotonic loading conditions (tensile and compressive). For all the analyses 
conducted in this work, thin shell elements were used as the specimens were considered thin.  

The model was established to characterise the failure behaviour of a balanced composite laminate. 
Different layup configurations were tested at ply level, and the damage modes were selected through 
review of previous works. Tensile and compressive failure models were applied to different composite 
laminates. Specifically, in the case of tensile damage, degradation of material properties could be the result 
of fibre matrix debonding, matrix cracking, fibre failure or a combination of these. The model, although not 
classifying these discrete damage types, signifies the collective effect of them through calibration from the 
physical tests. The simulation and subsequent validation authenticate the accuracy of the model developed. 
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The model implements global ply damage and failure mechanisms. Hashin’s failure criterion is used to 
degrade when the element reaches the failure criterion limit. 

 Material Systems 

The IM7/977-3 carbon epoxy composite materials are widely used in aerospace applications. Wide 
applications of this composite have resulted to analyse and predict the specific properties of the composite 
to obtain the long service life with minimum maintenance or repair cost. Table 1 shows the properties of the 
composite used to analyse the composite under monotonic tensile and compressive loads. 

Table 1  Properties of unidirectional IM7/977-3 carbon/epoxy composites [15] 

Property Magnitude Description 

1 ( )TE G P a  164.3 Modulus in fibre direction in tension 

1 1 ( )S M P a+
 2905 Maximum stress in fibre direction in tension 

1Tε  0.01610 Maximum strain in fibre direction in tension 

12v  0.3197 Poisson's ratio in fibre direction in tension 

2 ( )TE G P a  8.977 Modulus in 90-degree direction in tension 

2 2 ( )S M P a+
 44.4 Maximum stress in 90-degree direction in tension 

2Tε  0.00499 Maximum strain in 90-degree direction in tension 

21v  0.0175 Poisson's ratio in 90-degree direction in tension 

1 ( )CE G P a  137.4 Modulus in fibre direction in compression 

1 1 ( )S M P a−
 1274 Maximum stress in 0-degree direction in compression 

2 ( )CE G P a  8.694 Modulus in 90-degree fibre direction in compression 

2 2 ( )S M P a−
 247.6 Maximum stress in 90-degree direction in compression 

1 2 ( )G G P a  4.880 Shear modulus calculated from ±45-degree tension test 

�1 (/˚C) 0.01e-06 Coefficient of thermal expansion in fibre direction [16] 

�2= �3 (/˚C) 32.73-06 Coefficient of thermal expansion in transverse direction [16] 

 

Failure theory 

Hashin [17] proposed a three-dimensional failure criterion for unidirectional fibre reinforced composites. The 
criteria were established in terms of quadratic stress polynomials that are formulated in terms of the 
transversely isotropic invariants of the applied average stress state. The four failure modes taken into 
account are tensile fibre failure, compressive fibre failure, tensile matrix failure, and compressive matrix 
failure. 

The Hashin’s formulations include two user-specified parameters, α and S23; where α is a user-specified 
coefficient that determines the contribution of the longitudinal shear stress to fibre tensile failure 
( 0.0 1.0α≤ ≤ ), S23 is the transverse shear strength of the composite material. During modelling, the value 
of α is set to be unity based on the Hashin’s model proposed in 1980 [11], and the value of S23 was 
extracted from the literature [16]. The accuracy and predictive capability of the Hashin’s failure criterion 
have been evaluated in this work under monotonic tensile and compressive loading, and the damage 
behaviour of the composite laminates is analysed. 

Convergence study 

A mesh convergence study was undertaken to determine the suitable mesh size required to produce a 
converged stress-strain behaviour and failure patterns. The set criteria was a maximum difference of 5% 
between two successively refined meshes. The mesh convergence study was carried out in two different 
layup configurations, unidirectional composite laminates loaded in the fibre direction under tension and 
unidirectional composite laminates loaded in the transverse direction under compression. 

Under constant displacement tensile loading in a unidirectional composite (0-degree), a difference of 4.2% 
in the maximum principal stress can be observed between two FE models with mesh sizes of 0.5 and 0.25 
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mm (Fig. 1a). For the 0-degree composite loaded compressively, the difference was 4.6% between the 
models with mesh sizes of 0.5 and 0.25 mm (Fig. 1b). The coarser model of mesh size of 0.5 mm was 
chosen over the finer model with 0.25 mm mesh size, because the difference in results was below 5% and 
selecting the coarser mesh saves computational time.  
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Fig. 1 Mesh convergence study (a) 0-degree composite laminate, and (b) 90-degree composite laminate 

3 RESULTS AND DISCUSSIONS 

Different layup configurations, e.g. 0-degree and 90-degree composite laminates, were analysed and 
validated with the experimental results. These composites were tested numerically under monotonic 
tension and compression. 

Unidirectional composite laminates loaded in longitudinal (fibre) direction under tension 

A typical stress–strain behaviour of composite laminates loaded in the longitudinal direction under tension 
is shown in Fig. 2. It can be observed that a significant stiffness reduction occurs under tension due to the 
local damage in the laminate. The strength of the laminate is taken as the magnitude of the stress which 
reaches the maximum value and causes the laminate to fail by cracking of matrix and splitting of fibres. 
Based on the comparison of the numerically predicted and experimental results [15], a difference of 17.7% 
can be observed in the maximum principal stress developed (Fig. 2b). The failure mode of the laminates 
observed in the experiments is brittle failure directly across the laminate near the fixed edge [15]. The 
matrix damage initiates from the lower and upper edges near the fixed support, which represents the matrix 
cracking. Fibre damage at the top and bottom corners propagates towards the centre in a slightly curved 
manner as shown in (Fig. 2a). Overall, a matrix dominated failure can be observed, as the matrix fails at the 
early stages due to cracking, and consequently fibres take the load and fail by fibre splitting.  

Fiber damage

Matrix damage 

 
 

(a) (b) 

Fig. 2 0-degree composite laminate under tension (a) damage propagation pattern and (b) stress-strain 
behaviour 

Unidirectional composite laminates loaded in longitudinal (fibre) direction under compression 

Under compression, a significant reduction in the stiffness can be observed after the FPF. Based on the 
simulated results, a distinct degradation pattern can be observed, but this entire degradation occurs in the 
rapidly [9, 18]. Hence, the composite failure is catastrophic in nature. The observed failure modes are the 
crushing of matrix and buckling of fibres, as shown in [19]. The matrix damage initiates from the lower and 
upper edges near the fixed support and an accumulation of damage can be observed in the corners that 
are the regions where the matrix crushing can be observed. Fibre damage in the top and bottom corners 
propagates towards the centre in a slightly curved manner as shown in Fig. 3a, and the fibres present in the 
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damaged region will suffer from fibre buckling [19]. Additionally, when the fibres are fully damaged, the 
matrix is nearly 8% damaged (Fig. 3b). Hence the failure is dominated by fibre failure.  

Fiber damage

Matrix damage 

Experimental failure pattern

  

(a) (b) 

Fig. 3 0-degree composite laminate under compression (a) damage propagation pattern, and (b) stress-
strain behaviour 

Unidirectional composite laminates loaded in transverse direction under tension 

Composite laminates with a 90-degree layup under tensile loading exhibit a similar stress-strain behaviour. 
Since the fibres are oriented in the transverse direction to loading, they will not carry major loads. The 
strength of the composite is thus dominantly dependent on the matrix strength. Based on the finite element 
results, the strength of the composite was determined to be 46 MPa. A difference of 10.8% in the maximum 
principal stress developed can be noted between the simulated and the experimental results (Fig. 4b). The 
observed failure mode was matrix cracking. The matrix damage initiates from the lower and upper edges 
near the fixed support and propagates towards the centre near the fixed edge (Fig. 4a). With a continuous 
increment of the load, the damage is accumulated near the edge and the composite fails catastrophically by 
cracking of the matrix.  

Matrix damage 

Experimental failure pattern

  

(a) (b) 

Fig. 4 90-degree composite laminate under tension (a) damage propagation pattern, and (b) stress-strain 
behaviour 

Unidirectional composite laminates loaded in transverse direction under compression 

Under compression, the composites with 90-degree fibre orientation suffer from matrix crushing. The finite 
element model predicts the initiation and accumulation of damage starting from the corners of the fixed 
edge (Fig. 5a). When the 90-degree composite laminates are loaded under compression, the matrix takes 
the majority of the loads. As a result, kinking of composite lamina and generation of cracks leading to 
delamination can be generally observed [19]. Fig.5 shows the accumulation of damage, finally leading to 
the failure of the composite. A difference of 0.4% can be observed between the predicted and experimental 
maximum principal stress values (Fig. 5b).   



 

International Journal of Fracture Fatigue and Wear, Volume 3 

309 

 

Matrix damage 

Experimental failure pattern

  

(a) (b) 

Fig. 5 90-degree composite laminate under compression (a) damage propagation pattern, and (b) stress-
strain behaviour 

4 CONCLUSIONS 

The finite element modelling has predicted stress-strain responses and damage patterns that correlate well 
with the experimental data. The values of the maximum principal stresses are 2301 and 1121 MPa in the 
unidirectional (0-degree) composite laminates loaded under tension and compression, respectively. In the 
unidirectional (90-degree) composite laminates, the maximum principal stresses are 46 and 243 MPa under 
tension and compression, respectively. The unidirectional (0-degree) composite laminates tested under 
tensile and compressive loading show differences in the maximum principal stress of 17.7% and 10.5%, 
respectively, between the model prediction and the experimental result. The unidirectional composite 
laminates under transverse loading (90-degree) show differences of 10.8% and 0.4% under tensile and 
compressive loadings, respectively. It has also been observed that as the fibre orientation decreases from 
90 to 0-degree, the load taken by the fibre increases. Hence, the composite laminates consisting of more 
0-degree plies are more prone to fibre failure. Fibre failure modes, such as breaking and buckling of fibres, 
are commonly observed in fibre dominated failures. When the fibres are 90-degree aligned to the loading 
direction in a transverse layup, the load carried by the fibres is less. Hence, the composite failure is more 
dominated by matrix failure. Matrix failure modes, such as matrix cracking, are dominantly observed in 
unidirectional composites loaded in the transverse direction. Moreover, it has been observed that the 
Hashin’s criterion provides good agreement with experimental results only till the first ply failure.  
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